NATIONAL OPEN UNIVERSITY OF NIGERIA

COURSE CODE: ENG 491

COURSE TITLE: PSYCHOLINGUITICS




COURSE
MATERIAL

ENGA491
PSYCHOLINGUISTICS

Course Team

Prof. lyabode O. Nwabueze (Developer/Writer) — NOUN

Dr. Tajudeen Alebiosu (Co-Writer) — RONIK

Prof. Joy C. Eyisi(Editor) — NOUN

Prof. lyabode O. Nwabueze (Coordinator/Programnaalee) — NOUN

_INATIONAL OPEN UNIVERSITY OF NIGERIA



National Open University of Nigeria
Headquarters

National Open University of Nigeria
Headquarters

Plot 91, Cadastral Zone

Nnamdi Azikiwe Expressway

Jabi, Abuja

Lagos Office

14/16 Ahmadu Bello Way
Victoria Island

Lagos

e-mail: centralinfo@nou.edu.nig
URL: www.nou.edu.ng

National Open University of Nigeria
First Printed:

Reviewed 2020
ISBN

All Rights Reserved
Printed by ...,
For

National Open University of Nigeria



MODULE 1: WHAT IS PSYCHOLINGUISTICS?
Unit 1: What is Psycholinguistics?

Unit 2: History of Psycholinguistics

Unit 3: Different Forms of Psycholinguistic Inquiry
Unit 4: Linking Language and the Mind

Unit 5: How does Psycholinguistics Relate to owes?



UNIT 1: WHAT IS PSYCHOLINGUISTICS?
Contents

1.0 Introduction
2.0 Objectives
3.0Main Content
3.1What is Psycholinguistics?
3.2Some Definitions of Psycholinguistics
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

This module is a general introduction to the fiefdpsycholinguistics. It attempts to
define psycholinguistics by giving you an overvieWthe field. It looks at different
definitions that had been propounded over timéafield as well as traces its history.
The link that psycholinguistics has to the humda is discussed. In particular, this
unit introduces you to the concept of psycholinggess It attempts to give a definitive
form to the field. It thus brings to our understiagdthe reality of the way psychology
and linguistics come together to create a new figfycholinguistics.

2.0 OBJECTIVES
At the end of this unit, you should be able to perf the following tasks:
1. Define psycholinguistics.
2. State some definitions given by different schote#rpsycholinguistics.
3. Draw the psycholinguistics operational circle angcdss its working
procedure.

3.0 MAIN CONTENT

3.1 What is Psycholinguistics?

The question of what psycholinguistics is has b&ti¢he mind of scholars in the past
sixty or so years since Transformational GeneraBvammar movement has forced
the subject of the link between language and l&iomship to the human psychology
to the fore front of linguistic studies. Essentialpsycholinguistics is the study of
language as it relates to the human mind. Somedasshsee psycholinguistics as the
study of how language influences and is influentgdthe human mind. Other

scholars, especially those with psychological legntend to see psycholinguistics in
terms of the experimental form of the study of hamand within the laboratory and

its ability to comprehend language. This has lethéobroad division/categorisation of
the area of study into the psycholinguistics aredpsychology of language.

Self-Assessment Exercise

Give a clear and concise definition of psycholirsgyas.
3.2 Some Definitions of Psycholinguistics
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Aitchison (1990:333) defines psycholinguistics he study of language and mind,
which “aims to model the way the mind” works in lagon to language”. Looking at
this definition, it is obvious that her view of glinguistics is that which maps out
the strategising of language usage as well as &g®geomprehension. To her, then,
anything that the mind does in relation to languegpsycholinguistics. She further
distinguishes between psycholinguistics and neugalstics. Her point of contention
is that while neurolinguistics seeks to link langeiato brain functioning and its
influence on language, psycholinguistics measuresihobservable operations of the
mind as it relates to the human language experidnhseobvious then that the human
brain relates to language in a physically obsee/athnner as is seen in the language
of aphasics, while psycholinguistics has many neanao linguistic employment of
humans that may not be possible to measure inlstreananner. One could agree
with this observation as the manner in which mdd®eaence could measure
language-related task of humans is not realisyigadlssible in psycholinguistics. This
has thus resulted in so many controversies comggthie subject as it relates to its
source in the work of psychologists and linguists.

Aitchison (1990) also claims that psychologistdeatpts to study the language of
humans in the laboratory environment have provemalistic. This, she notes, has
made it obvious that language is a social phenomewbich needs to be observed
beyond the walls of the laboratory. For, accordm@er, it is effectively frustrating to
psychologists who found that a realistic state fédiis in terms of finding how the
human mind works in relation to their language picitbn and comprehension could
not give the correct data in a laboratory environime

Another important issue we need to consider hetigais while psychologists maintain
that laboratory study of the human language is libst way to elicit data for
psycholinguistic study, linguists continue to fawv@udescriptive study of the human
language as they see the more naturalistic studjamjuage as providing best
evidence for trustworthy data in psycholinguistiady. Even though psychologists
have always looked at laboratory experiments asib& acceptable, the reality is that
linguistics that best fits and likely to show aligt&c state of affairs in terms of human
language usage may be best elicited from humargbemreal situations. Descriptive
linguistics thus provides the most sensible mawheollecting psycholinguistic data.
Having said this, one needs to also state thatinigeist as a source of data is still
tenable. When one considers the way language deafireading to the languages of
the world, a time may come, and as Crystal (20@8)dven already reported, the time
may already be with us, when there may be only speaker of a language of the
world. And clearly, it is from the assumed interpabcessing of the linguistic usages
of the informant of that particular language tlsabn the verge of extinction that the
psycholinguistic operations would have to be deducks Lang (1994) asserts,
language operates in a social form even while ptesgits psychological foundation.
It is however this psychological foundation thagg®olinguistics seeks to unravel.



To Hawkins (1994), the internal processing is apanant means of unravelling the
meaning content in a linguistic context. Human psyogy thus retains its important
position in human communication process. Vygotsk96Q) actually avers that
communication with language only makes meaningeiation to deciphering the
communicative intentions of the speaker. This dssgnrefers to the psychological
basis of language use by both speaker and hearer.

Even though many scholars have found Chomsky's JL3fbgnitive base for

language use objectionable on many fronts, espechas claims of exclusive

dominance of competence over performance in largusgge, the fact is that his
recognition of the important role of the human mindthe psychological base for
human language performatives is very insightfulllielay’s (1971) ideational concept
appears to lean towards this view too even thoughviews the sociological

foundation of language as a stronger base of huamguage operations.

As Daniel (2009) firmly notes, the two bases arparmant in true linguistic inquiries.
The link between the two foundations of languageialksly affects the way we
communicate. As such, linguistic acquisition, pssieg, comprehension and
production are all intertwined. We may thus be ablaver that psycholinguistics is
essentially about language usage of human beindshaw it is affected by their
psychological dispositions to its acquisition, cogigension and production. The next
section gives a graphical representation of how rthied relates with language in
functional terms.

Below is a graphical representation of how languaggthe mind relate.
Figure 1: A Psycholinguistic Operational Circle

MIND

interpretation language
processin acquisitior

language language
productiot comprehensio




The graph above presents a non-directional circlarguage link with the mind. In
this sense, the mind is involved in the acquisibbfanguage, in comprehending what
has been said, in producing what is to be saigyratessing what is heard or to be
said.

Self-Assessment Exercise
State clearly three definitions of psycholinguisttiscussed by authors in this unit.

4.0 CONCLUSION

This unit discusses the definition of psycholingus It should be obvious that
psycholinguistics is not an easy concept to defiunetheless, it is also clear that an
important link between psychological studies anck tlinguistic studies was
successfully forged to create this new field calpsgcholinguistics. The attempt by
authors to relate the field to individuality is @lapparent. However, the collective
mind is also a possibility as shown by some of da¢hors. You may therefore ask
further questions on how to resolve the issue®daiis this work. This will show that
you are not a passive learner in this course.

5.0 SUMMARY

This unit discusses the definition of psycholingjas It also brings to the fore some
attempts by scholars to define the field. One ssee that is not hidden in this work
is the fact that psycholinguistics is a link betwélee human psychology or the human
mind and the human language.

6.0 TUTOR MARKED ASSIGNMENT

1. Looking at the different definitions given by thehslars discussed in this unit,
create a working definition for the field of psydinguistics, bearing in mind
the importance of capturing the different areamtrest it has.

2. Give a short description of what you think psychgliistics means.

3. Discuss the views of two scholars on the subjegisgtholinguistics.

4 Draw the psycholinguistic operational graph anduss the way it operates.

7.0 REFERENCES/FURTHER READING
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1.0 INTRODUCTION

In Unit 1 of this module, you were introduced t@ theld of psycholinguistics. The
unit gave you some definitions of psycholinguistittsdiscussed different views of
different scholars on the subject matter. It alsoo@iraged you to raise questions on
these definitions as well as to give your own wogkdefinition. This unit gives a
summary of the when and how of the developmenheffield of psycholinguistics. It
traces its history to the start as well as the tpofnconvergence of psychology and
linguistics. Read up the references at the endhefunit as they will help you to
understand better what this course is all about.

2.0 OBJECTIVES
At the end of the unit, you should be able to:
1. discuss the start point of psycholinguistics
2. outline the factors that led to the emergence @fpgycholinguistic field
3. identify the scholars at the forefront of the eneerce of the field of
psycholinguistics

3.0 MAIN CONTENT
3.1 The Beginning

According to Levelt (2013:3), “The term “psycholingtic” was introduced in 1936
by Jacob Kantor, but it was rarely used until 194Ben his student Nicholas Pronko
published his articleanguage angbsycholinguistics: A review.The article broadly
covers approaches fanguage phenomena, including “the essemgsjichological
features of linguistic happenings”, studies of laage acquisition, languagilities,
gestural language, aphasia, and more. In this wibekierm “psycholinguistics” was
used, for the first time, used denote an interdisciplinary field of study that ltbhe
theoretically coherent. The tersoon became widely accepted agslablished as a
discipline, coherent in both method and theory.

So, the framework of the early 1950s introduced @oning decade in
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psycholinguistics. And became a widely shared opinthat the discipline of
psycholinguistics emerged during the 1950s and maeisely in 1951.

Levelt (2013:2-3) notes that the year 1951 standsas a hinge in the history of
psycholinguistics, although not by design. It wdsees coincidence that three
landmark events were packed in that one year hglfiiugh the twentieth century:

The first event was the Interdisciplinary Summem$®gr in Psychology and
Linguistics, which was held at Cornell Universitprin June 18 to August 10. The
programme set out to “explore the relationshipssteng between the fields of
psychology and linguistics” and to make recommenodatfor the development of a
field of overlap coined “psycholinguistics.” Thisimmer seminar is thus widely
considered to be the birth of modern psycholingesgst

The second event was the publication of George eiWlll Language and
communicationThis textbook treats the state of art in the psiaiw of language
and communication, hinting at the emerging newiglise of psycholinguistics.

The third landmark was Karl Lashley’s paper “Theolgem of serial order in
behavior”, being the first frontal attack on thaditional behaviorist associative-
chain theories of serial behavior, such as speedHamnguage. In the article, Lashley
avers that a newvsyntactic approach to the treatment of all skilled hierarahic
behavior would become a core issue in the immifeognitive revolution” (Levelt
2013:3).

It is important to mention that Chomsky, a majosn@er contributor in the field of
psycholinguistics, beginning in the 1950s, helpeddaldish a new relationship
between linguistics and psychology. Chomsky argtlest linguistics should be
understood as a part of cognitive psychology, siflist book,Syntactic Structures
(1957); he however, opposed the traditional legyniheory basis of language
acquisition. Consequently, his expressed a contrey from the behaviorist view
of the mind as aabula rasaas well as from the verbal learning theory of
behaviorism. In Chomsky's view, certain aspectbngfuistic knowledge and ability
ere the product of a universal innate ability Jasrguage acquisition devicgAD),
being a device that enables each normal child nstcact a systematic grammar and
generate phrases (see D’Agostino 1986).

So, it is clear that psycholinguistics as a sciengndeavour started as far back as
the 18th century. However, it must be stressed thapirical research in
psycholinguistics began in earnest towards the ehdhe eighteenth century.
Aitchison (1990) asserts that the first known ekpent in psycholinguistics was
conducted by the German philosopher, Dietrich Tiealen. He used his son as the
experiment. In his study, he carefully recordedlihguistic development of his son
along with other developmental characteristics tlm exhibited. The first
experimental record in psycholinguistics is nonkts® credited to the British
psychologist Francis Galton (1822-1911).
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However, it was only recently, precisely the midofehe 20th century, that the field
got some serious attention from scholars. It wéiswed that Noam Chomsky is the
father of psycholinguistics, given the generalifegbnd belief that the field grew out
of his research efforts in linguistics and psychglof language (Aitchison, 1990).

In agreement with Aitchison, Reber (1987) assent fpsycholinguistics has its
beginning pre-20th century but nevertheless restack itself in the middle of the
century. As earlier hinted, by the 1950s and 196tk field has grown in leaps and
bounds due to the assiduous work of such schalkerdNloam Chomsky, Zelig Harris,
George Miller, Karl Lashley, Charles Osgood, Joharr@ll, Thomas Sebeok, and
Herbert Simon among a host of others. Though, snvew, which appears to be
Roger Brown’s as noted by Reber, psycholinguistemsms an aberration as a name to
call the emerging field that linked psychology taguistics. It is better to have used
such a term like psycho-linguistics, with a hyplseparating and indicating the hybrid
nature of the discipline in order for it not to sedike a ‘deranged polyglot’ as
claimed by Roger Brown (1958) (in Reber, 1987: 326)

In Reber’s view, psycholinguistics started to dezlby the 1970s as many questions
seemingly trail it. He nonetheless acknowledged $kholarship of Chomsky did not
decline. And considering that Chomsky is alway%wld relief’ when discussing the
scholarship of psycholinguistics, one finds it ididilt to agree with his claim that the
field is in decline.

As a learner of language, you are therefore engedrdo explore the relevance of
psycholinguistics to the present linguistic studids much as many would like to
discountenance the psychological aspect of lingusudies and subsume it to the
sociological performance, Daniel (2008) proves tihat relevance of psychology to
linguistic studies is without doubt paramount te flall understanding of linguistic

inquiries.

You may, therefore, need to ask yourself some yenginent questions as you go
through this course. What actually is the relevasfgesychology to linguistic studies?

How much of psychology is relevant to the socialdgtof language? What basis is
there to look at psycholinguistics as a distinairse on its own? Is the course really
useful to your life as a person? | am sure thathleytime you have gone through this
course, you should find answers that you seek.

Self-Assessment Exercise
Describe the beginning point of psycholinguistics.

3.2 Factors Responsible for the Emergence of Psychaktigs

A critical look at the emergence of psycholinguastwill indicate that some important

factors are responsible for its emergence, espeatier the pre-Chomskyan period.

Having traced the beginning of the field at the-@mmskyan and early Chomskyan
eras, in this section, we intend to look at thedescthat led to the emergence of the
field from the era of Chomsky. Like any academidiof study, there are always

problems that require solutions. When it is saidt thecessity is the mother of
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invention, it appears the inventor of the sayingj ot have psycholinguistics in mind.
However, it is obvious that all fields of human
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endeavour are always created out of a need to e The question then is what
factors could be said to be responsible for thergamee of the psycholinguistics
field?

3.2.1Noam Chomsky’s Work in Cognitive Linguistics

One major factor is the work of Noam Chomsky. Asoim (1990) asserts that a direct
factor that affected the development of psycholisiges is the impactful work of
Noam ChomsKy in linguistics. His cognitive lingucst greatly affected the way the
field of psycholinguistics developed. Reber (19&¢knowledged the influence of
Chomsky in the development of psycholinguisticss thus obvious that the growth of
Transformational Generative Grammar, with its fooasthe cognitive ability of the
native speaker to properly use their language lrotlge psychological basis of the
linguistic performance into great focus. Aitchisaatually used the term ‘inspired’
(1990: 334) to describe the impact of Chomsky’'dumfice in directing research
efforts of various scholars in this direction. histwise, research into child language
usage became popular in that period.

Nonetheless, in line with the assertions of Reld®87), the field began to suffer
splintering and disillusionment from different stdns and thus led to a loss of focus.
Aitchison notes that many of the Chomsky-inspireatkwvcould not be really given
conclusive evidence to his theories and proposdisAftchison, 1989). In addition,
psychologists became disillusioned with the faett ghsycholinguistics focus was to
test hypotheses advanced in theoretical linguistib&turally, the field of
psycholinguistics began to suffer from such negaattitude. As such, recent years
saw different people actually working with theirndion psycholinguistic study but
with diverse philosophical traditions as their batapproach.

3.2.2Modularity of Language

Despite the varying approaches to psycholingusdtidy, it is generally agreed among
scholars that language is modular in nature. Whet means is that the human
language system is made up of a number of sephtdténteracting components.
When one looks at Chomsky's (1981) work, a full aigdion of the nature and
manner in which these modules interact is explainedetails. It is thus a firm base
for psycholinguistic inquiry as it exposes the mamimn which these linguistic
components operate among one another. It coulddbuseen that Chomsky remains
an important factor in the way the field contint@slevelop over the years.

Aitchison (1990) however notes that despite thisaapnt agreement among scholars
on the modular nature of the human speech, theraien of the modules has
become a point of contest among scholars of largudathile some scholars believe
that these components are separate with links leetileem, others are of the view
that encapsulation is the watchword in which eaddufe works automatically and
independently, with its content sealed off fromt thiaother modules.

The issue nevertheless is that scholarship doesian@ an end. You may therefore
look at the two arguments above and research hationthich you think is the most
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likely in your own language. Remember that the hurtenguage is universal in
nature; this is an important point that scholarshod dispute over. You can thus apply
these principles to your own language and ascetitaineracity of these claims.

Self-Assessment Exercise
Outline two important factors responsible for tireeegence of psycholinguistics as a
field of study.

3.3 Scholars Credited with the Development of Psyclypiistics

In this section, we will be talking about the sa@rslthat have been given the credit of
developing psycholinguistics as a field. It is imat to do this because, as a scholar,
it is necessary that you always acknowledge thériboion of others, especially so
as to understand the different perspectives fromchvithe discipline has been
impacted on by scholars in its developmental stages

As you would have noticed, some irreprehensibleaghave continued to crop up in
our discussions above. We will, however, bringhe fore the names of many these
linguists and psychologists that have enabled slyehwlinguistic field of study to find
its feet(a manner of speaking) in the comity ofeotlisciplines.

Noam Chomsky naturally takes the lead. His serfesvarks on Transformational
Generative Grammar easily form a basis for the ldpweent of the psycholinguistic
field. The work had been criticised greatly for impimentalistic (cf. Olaoye, 2007
among others). That notwithstanding, the fact tha&t mentalistic grammar and the
propounding of theories related to it gave psyctmlistics its firm base cannot be
wished away. It is thus obvious that the credit tbe popularisation of the
psycholinguistic discipline will not be misplacddgiven to Noam Chomsky. Reber’s
(1987) and Aitchison’s (1990) views on the makted credence to this position.

It is still necessary to also state that this vemgntalistic nature of Chomsky’s
propositions have been the major quarrel lingluasid some other scholars have with
his theories on grammar. As much as the discusseye is not about Chomsky's
syntactic theory, it cannot be ignored that theyveature of his propositions is
fundamental to the growth of the field under coasition. One may however be
cautious in making assertions in the light of R&be(1987) view that
psycholinguistics as a discipline has fallen inisfalzour since the early sixties when
Chomsky raised the stakes of the field so high.

We will nevertheless consider other linguists thate contributed their quota to the
growth of the field. Vygotsky is another scholaattimay be considered as a major
contributor to the field. His study on the mind atsdrelation to communication easily
gives us such an impression to add him to the Agtchison is another great
contributor to the development of the field becaneh of her work has been in this
area. Reber (1987) gives credit to a number ofratieolars like Zelig Harris, George
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Miller, Karl Lashley, Herbert Simon, Charles Osgpddhn Carroll, and Thomas
Sebeok. It will be rewarding to read about the gbations of these scholars to
psycholinguistics, so as to enrich your knowledge.

Self-Assessment Exercise
Discuss the contributions of any two scholars te tbevelopment of the
psycholinguistics as a field.

4.0 CONCLUSION

This unit discussed the history of psycholingusstitt traced its history from the
earliest stage of its development from the 18thurgnit discussed the factors that led
to its emergence. Obviously, a need to link the &imind to language development
and use gave rise to the field. The way Noam Chgiastwork in theoretical
linguistics helped to fast track the developmentheffield through inspiring the spate
of work in the area was also focused on. It is thimgous that psycholinguistics as a
field has a strong link with Transformational Geatere Grammar developed by
Chomsky.

5.0 SUMMARY

This unit presented the historical profile of psgiguistics. It discussed its root in
the work of such linguists like Dietrich Tiedemaamd Francis Galton. It extensively
presented the larger than life influence of Noanom@sky’'s work in theoretical
linguistics on the developmental process of psyogaistics. It outlined the scholars
whose works greatly helped the field to develop.

6.0 TUTOR MARKED ASSIGNMENT

1. Give a brief discussion on how psycholinguisticeted.

2. Some factors could be attributed to for the emergeri the psycholinguistic field.
Outline these factors in a clear manner.

3. Identify the scholars you would consider as playimagor roles in the development
of psycholinguistics as a field of study.
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UNIT 3: DIFFERENT FORMS OF PSYCHOLINGUISTIC INQUIRY
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1.0 INTRODUCTION

In Unit 2 of this module, you learnt about the drgtof psycholinguistics. The unit
introduced you to some key players in the histofydeveloping the field of

psycholinguistics. It discussed different views different scholars on the subject
matter. The great influence of Noam Chomsky’s gratiral postulations on the
development of the field is also brought to theefoifhis unit gives the diverse
attempts made to develop the field of psycholingess It introduces you to the
procedures with which the study of psycholingussiicas done by different people in
the past. You are expected to read up the refeseatcthe end of the unit as they will
help you to understand better what this unit speadlf focuses on.

2.00BJECTIVES

At the end of the unit, you should be able to:
1. state the three processes involved in psycholitigurgquiry
2. discuss the comprehension process
3. determine the processes involved in the producif@speech
4. explain the language acquisition process

3.0MAIN CONTENT

3.1 The Psycholinguistics Processes

Actually, scholars have been able to determine s@mueesses involved in the
psycholinguistic endeavour. It has been found thbcesses involved in
psycholinguistics include the speech comprehensspeech production and the
language acquisition. It is actually necessary tidesthat the process of language
comprehension usually precedes that of speech gtiodult is a natural order, really,
as even in the communication process, it is obvibas listening precedes speaking
(though we have also wondered if the sounds tleathiid makes at birth to announce
its arrival could be called speech preceding lisign Nonetheless, Steinberg, Nagata
and Aline (2001) have questioned the possibilityhey believe that speech cannot be
attributed to those initial sounds nor comprehansitiributed to those initial seeming
understanding by the neonate. Nonetheless, it seatusal to assume that speech
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comprehension precedes speech production in thelewpmocess of language
acquisition. Steinberg, Nagata and Aline (2001yalty assert that it is unimaginable
any other way. This unit is thus designed and pate after this form. The next
section presents to you the speech comprehensamess which is followed by the
section on speech production, after the languageisition process is fully discussed.

Self-Assessment Exercise
State at least three processes involved in psyaabtics.

3.2 Speech Comprehension Process

Speech comprehension is about understanding sp8ezinberg, Nagata and Aline
(2001) traced the beginning of speech compreherissom the womb. It was however
impossible to finalise the very beginning of speemmprehension in children.
Whether it begins from the womb is impossible ttedmine. Even though scholars
tried to establish the very time the child stadscbmprehend speech, it has not
actually been easy for this to be fully establishBae attempt to investigate the less
than 12 hours after the child was born could nawslany significant ability of the
neonate(new born baby) to understand the mother’s voickraact to it while played
under an experimental condition after four days.t,Ythe same extent of
comprehension and reaction to the mother’s voiegdcoot be established after just
12 hours (Steinberg, Nagata & Aline, 2001). All 4beshow the impossibility of
establishing the actual time that comprehensiomisdgr humans.

Nonetheless, it is important to state that the rdgde thing about speech

comprehension is the fact that it can occur invidials once they can establish
communication occurrence in terms of meaning makKiigs thus shows meaning as
being basic to comprehension. Scovel (1998) regawdgrehension as the ability of

the listener or reader to be able to decipher tfiermation being passed across.
Steinberg, Nagata & Aline (2001) on their part estéthat except the word in the

language is linked to real or existent elementaihnot be regarded as able to be
meaningful. In their view, speech can only be caghpnded if the person receiving
the information can link the words in the language concrete things, making

communicative meaning within that language othesveismmunication event may be

difficult.

In addition, Steinberg, Nagata and Aline (2001)oalver that thought is the

foundation of language. To them, meaning is roatethe thought of the user of the
language. The idea is that without thought, languegnnot form meaning. It is this

meaning contained in a thought element or the mwdained in the language that
contains the meaning. As such, concepts are cauatamthe language and they can
only be comprehended if they are explicitly pasaebss. The question here is that,
as noted by Steinberg, Nagata and Aline (2001)sehmute people that can
comprehend language can essentially do so bechegehave thought processes.
They were thus able to establish the importancéhofight to making meaning in

language.
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It is also important to determine that their argatne not an extension of linguistic
relativism. Nonetheless, one could only say thatabnnection of thought to language
Is an important aspect of what psycholinguistiosxgected to study after all. Thought
is naturally a part of the linguistic process; offigt it is never expressed.

In the same vein, it is imperative to state that lleing able to produce speech is not
the only way of measuring language acquisitionsTsibecause, as mentioned above,
it is possible to have the comprehension of languaighout the ability to produce it.
This is seen in the examples provided by Steinbdegata and Aline (2001) in the
experiments done with Christopher Nolan, Anne Mcéldrand Rie (Japanese) who
despite being mute went ahead to make use of widteguage to make impact, even
publishing best seller books. It is thus obvioust tnuteness does not equal lack of
language. You may see this being re-enacted ind&rsHugo Chavez of Venezuela
having to be communicating with his aides essdntiddrough writing, due to his
partial loss of speech as a result of cancer.

Self-Assessment Exercise
1. Discuss the speech comprehension process.
2. Would you consider a mute person as ‘languagelé&dsit® your reason(s) for
your view.

3.3 The Speech Production Processes

Aitchinson (1990) avers that speech comprehensidnspeech production cannot be
regarded as two sides of a coin. She opines tbgtlthve some dynamics operating in
each of them. She also notes that there is thebeydo concentrate on the discussion
of speech comprehension at the expense of speedhqtion. However, this position
seems at variance with Steinberg, Nagata and A[@@01) who posit that
comprehension is the underdog in the study of $ppeaduction and comprehension
processes. Nonetheless, this debate is not thes fo€uthis unit but on speech
production. Speech production has been conceiveleaprocess by which thoughts
are translated into speech. And the process ingothe selection ofvords the
organization of relevangrammaticalforms, and the articulation of the resulting
sounds (Lightfoot 2010).

Aitchison (1990) suggests that there are two bpradesses involved in speech
production. These atexical selectionandassemblage

3.3.1Lexical Selection

The idea is that lexical selection process has emmed as possibly an important
means of determining speech production processda$an the tip of the tongue

phenomenon suggest that there is an attempt tosehparticular words that fit into

the intended meaning but the wrong or related im$eof meaning or sound may be
chosen instead. This is why someone mayksafe instead ofwife or as is often the

case with many of us, in answering an older callermay sagir to a woman instead

of maor vice versa. It thus shows that there is somaicgiship in the choices made
by speakers in their production of speech.
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Aitchison (1990) also reports that some scholangehsuggested that all possible
sounds related to what the speaker has in mindyage activated at the same time.
She nonetheless wonders at the possibility of sasturrence as it could lead to
thecumbersomeness of choice on the part of thekepelder view is that the actual

thing that happens is that the speakers of theulge appear to have the ability to
suppress the word not required immediately in otdeselect that which best fits the

communication intentions of the speaker.

Nevertheless, an important point made by Aitchisdmer observation that verbs seem
to form a fulcrum in that they get selected firsidathus less liable to error in
production. In addition, she notes that the speakérthe English language tend to
have the ability to provide a word in the case whan existing word may not be
readily available. This should c¢’””"”learly expain the creativity often observed in
the users of the language. It affirms the realftthe dynamism of language. As such,
saying that “Children useéeducefufules” (Aitchison, 1990:352), where one means to
say the worddeductiveis a situation saving device to allow the commuinica
process to move on without interruption. Pragmatiuss becomes a useful tool in
psycholinguistic analysis as it is obvious thatr¢hevill be no communication
breakdown in such a situation as the cooperatirecipte will easily enable the co-
interlocutor(s) to supply the required correct wandtheir minds to interpret the
meaning content of the statement.

3.3.2Assemblage

The slip of tongue phenomenon gives the easiest tdithe assemblage process. It
involves words, morphemes, syllables and phoneifieste are about three possible
manners in which the process occurs. These in@uateipation, perseverationsand
transpositions (Aitchison, 1990).

Anticipation has to do with when an item comes iearthan expected while
perseverations is the wrong repetition of a linlaigem. Transpositions tend to
involve a situation where items substitute one lagrot

Examples of these occurrences include:
He tooksail out of hiswinds (transposition)

Aitchison (1990) outlines some tendencies thatattarise the occurrence of errors in
speech production. She asserts that:
a. Anticipation generally outnumbers perseveratiosing that some
anticipations may actually be unfinished transposs
b. Errors normally occur within tone-groups
c. Units of errors tend to be of approximate equad,sidth equal metrical
pattern
d. Sound slips are usually obedient to the rules sl positioning
They also obey the laws of English syllable strrestu
The words formed by slips of tongue are usuallyemgatterned than
chance occurrences.

a0}
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All these suggest that the human speech produgirmcess is orderly, making
anticipation prominent and giving verbs a fulcrurosgpion that allows for other

syntactic and phonemic elements to be filled inth@sproduction process unfolds. In
addition, there is a suggestion of a rhythmic paitg, following a hierarchical

ordering.

The suggestion then is that the human processitigeoanguage production tends to
be that of ‘scan-copying mechanism’ (Aitchison, @RI he ability to self-correct also
shows that there is a monitoring mechanism in thegss of speech production.

The question we need to ask ourselves at this mimthat is the difference between

an error and a mistake? Aitchison (1990) appearse®them as the same. But we
hold differently that errors being fundamental @imals suggestive of perseveration are
due to linguistic incompetence, mistakes are ttibae are possible to correct in the
production process as some of the factors thatgpese to slips of tongue are at the
root of such slips and not incompetence on the plathe speaker. Clearly, then, it

will seem that this dichotomy in the nomenclatur@jgparent performance fault lines

need to be clearly defined.

Self-Assessment Exercise
Outline clearly some of the important processeslirad in speech production.

3.4 Language Acquisition

Language acquisition has been described as theggdxy which humans acquire the
capacity to perceive, produce and use words forpimgoses of understand and
communication (cf. Lightfoot 2010, Saxton 2010)hés to do with the picking up of
linguistic afordances in the areas of grammar/synfghonetics and vocabulary.
Language acquisition is considered a normal progesdevelopment. However,
children acquire language in stages, while theeevariations in the time different
children reach various stages. Interestingly, ceidacquiring/learning the same
language will orient to a pattern which almost selsasame features in stage sequence
to be undergoneAkmajian, 1995) When any of the stage is delayed or never starte
in children, it is usually seen as a source of eamdy the adult (Scovel, 1998); and
this is a concern for the field known as developi@epsycholinguistics in which the
phenomenon is appropriately studied.

The assumption here is that there are stages oaimwspeech development. Even
though in their study Steinberg et al (2001) havedtto show that the stage of
language learning or acquisition by children ined\the neonate stage, Scovel argues
for a later stage. He notes that the literaturepuaghe stage at which children begin
to manifest their acquisition of their mother toegas eighteen months. The question
Is: what was happening before this time?

As argued by Steinberg et al (2001), it appearsttiechildren are soaking up all the
linguistic input from their environment. It thus kes it such a landmark when the
child utters its first complete word. However, aseud by Scovel, the period before
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this time is essentially foreshadowed by some kofdsommunication. These authors
call the initial sounds made by the child iconic iagnerely expresses signs of
discomfort or sudden outbursts that may seem inedge. The following stage from
about two months is that stage at which the chith cmow express some
communication pattern in terms of the child beinigleato link randomly its
expressions to its needs. This crying stage isideredd the precursor to the actual
human speech. It therefore prepares the childnifertitme it can effectively make use
of its vocal organs among the human species.

The question is: did the child pick up this abilityspeak from its environment or is it
naturally predisposed to this skill? Chomsky (196&)s proposed that all human
beings have the congenital ability to acquire lagg due to a naturally inbuilt
mechanism called the Language Acquisition DevicA¥. Chomsky (1981) later
modified this to Universal Grammar (UG) which Sco{E998) describes as a more
appropriate term. Indeed, as argued by Scovel (19i8nan beings indeed possess
this device as no human being in reality lacks dbéity to speak eventually if the
linguistic inputs are provided except in a situatwhere a congenital malformation
occurred, which could result in the inability ofethperson to ever master the
neuromuscular skills required for speech productionetheless, when the required
environment is made available, the human elememnistéo develop speech and move
from the iconic stage to the symbolic communicatstage. This turning point is
usually achieved with the first words of the chiféicovel, 1998). However, children
tend to be egocentric in doing their languageatidin: their focus tend to be on their
world. Anything outside that world never seemseabalabelling.

Of significance are the stages in chilchglaage acquisition, especially in
developmental
psycholinguistics. The stages have bdentified fairly differently by scholars as:

Crying: This is an early vocalisation stage. Agantn being the first vocal response

of a child at birth, it is used to convey the bgdnysiological needs, such as hunger
and thirst as well as others needs such as paicgmiiort, etc. in later periods usually

up to age.

Cooing: This is another early vocalisatgiage from 6 months. It is d stage of the
production of non-crying sounds, especially phonehke short vowels, long vowels.

Babbling: This is the last early vocalimat stage usually stating from 7months but
more commonly from 9 months in many children. Thiage necessitates a wider
variety of sounds richer in both consonants andelsw

Holophrastic: The term “holophrastic” comfesm the “holophrase”. So, “When a
single word stands for a phrase in a sentence réferred to as a holophrase” (Janda
and Hamel 1982:170 cited in Jamal & Momammad 2014:®sually, from 12
months, a child start using single words or onedngterances.
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First Sentences/ Telegraphic: This isdtage in the process of language acquisition
when a child attains the age of two years and btegout two words together.

Normal Speech: This starts from 5 yearsméaehild usually has their speech almost
developed into the normal form.

(cf. Saxton 2010; Jamal & Momammad 2014)

However, following Klima and Bellugi (1966), Scovebserves that there are about
three stages in language acquisition for both oflchnd adult. He notes that for both
the child linguistic acquirer and the adult langaiégprner, the stages appear fixed and

cannot be jumped, even if individual ability seaimsletermine the rate of acquisition
for each person.

The three stages are:
Stage 1: use of NO at the start of sentence

No the sun shining
No Mary do it.
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Stage 2: use of NO inside the sentence but noianil
Where will she go?
Why Doggy can't see?
Why you don’t know?

Stage 3: use of WH word and auxiliary verb befarigject
Where will she go?
Why can’t Doggy see?
Why don’t you know?
(Scovel, 1998:23)

One important point made by scholars here is tlatenof these stages are ever
skipped. The length of time an individual uses atle stage is determined by the
individual cognitive level. Scovel also avers tlaat adult learning a new language
undergoes each of these stages. It is consequebtipus that it is not age that

determines the language acquisition process, lkeyptbgression ability of individuals.

Eventually, keeping at it is the important thing esery faithful learner of a new

language can eventually gain proficiency in it.

This brings to the fore the debate on the crifpiod. However, when we look at the
universal stages outlined above and the fact thaadalt learner of a new language
can go through these stages and possibly attafitigrcy, the question of the critical
period for language learning seems suspect. Qrigedod is supposed to be that
period after adolescence when a person can norfangster the learning of a new
language. The evidence of people at very matugestaf their lives getting into new
communities and linguistically integrating abouhdour view, the only thing, beyond
the congenital factor, that can hinder an individuam attaining proficiency in a new
language learning situation is more psychologieahtbiological. To this end, when a
language’s relevance to the social advancemertieofearning appears invisible, the
learner may lack the motivation to learn such glege. If the social prestige of such
a language is suspect, the learner may have nedesnaster the language. A myriad
of reasons could be adduced for why a learner ragg fow motivation for learning a
new language; these reasons are however likelyetsdziolinguistic rather than
biological. The point being made here is that, $othe critical stage period appears
fallacious and should be discarded as a factosyelmwlinguistic inquiry. You may, of
course, test the points made by looking within yemvironment to find out if there is
stage or age in life when the members of your comiydack the wherewithal to
master a new language introduced into the community

Essentially, two perspectives are associated toatdsbon children language
acquisition. These are the behaviorist and thetisinperspectives. The behaviourist
one is of the view that language is learnt by thi&lcas a form of behavior shaped by
conditioned response, while the innatist one whiepan with Chomsky holds that the
abstract system of a language is beyond learniaigthat humans possess an innate
language faculty or an assess to what has beeredubhiversal grammar’, which
aids language acquisition. According to the innstig is such a language faculty that
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defines human language and distinguishes human caiation from animal
communication (see Griffiths 2017).

Evidence that language acquisition may really mata to all humans, as argued by
Chomsky and his co-travellers, could be seen in eke@mple of swimming and
playing of piano or drum, as noted by Scovel (19@8yery pertinent. He points out
that not everybody eventually learns to swim gplay any of the musical instruments
mentioned above; but it is rare for anyone notdacable to acquire language except
where the environmental linguistic input is unaabié or there is a congenital
hindrance. In addition, the fact that every attetopieach the chimpanzee nicknamed
Nim Chimsky (after Noam Chomsky) language provedréde whereas the human
child appeared already predisposed to complex iwtigustructures through a regular
patterning of its structures even at age two. Sdogeghtfully observes that

in comparing these two sets of data, we are ledhw® inescapable
conclusion that even at a very young age, befag biave any conscious
awareness of the difference between parts of spsech as nouns and
verbs, young humans very rapidly acquire the notlat words do not
combine randomly but follow a systematic pattern @érmissible

sequences (1998: 16).

This proves two things: that the language abilitythe human species starts early as
well as determinedly so advance that animals ofldineer class are never able to
attain such linguistic skill because nature did pivide for such ability in them. It
also goes to show that children tend to follow plagtern of their target language in
terms of its phonology and syntax.

In addition, as noted by Scovel, creativity is adsmark of the child’s acquisition of
language. He notes examples such as the one fraoh @€©86:142):
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Daughter: Somebody is at the door
Mother: There’s nobody at the door.
Daughter: There'gesbodyat the door.
(Scovel, 1998: 19)

There is no evidence that the child learnt thigipalar word from anyone. It will
appear that what the child tried to do is to inersemphasise by bringing the syntactic
initial yesin a tag into play and combining same to createntng wordyesbodyin
contrast to the motherisbodyas its own emphatic stress.

Scovel also gives another example of such advaaeativity that took the father of
the child a bit of time to puzzle out its ungramicality while seeing its acceptability.
There Carlos iskaid by a child is actually a replacement of thealipronominal with

a nominal in the sentence as explained by Scoved #allowing his analysis of the
pattern as shown below, it shows the child’s abiiit create not just new words but
also adapt sentence structures for its utilitadammunication purposes. The patterns
are:

Pattern A: There’s Carlos! [There’'s/Here’s + Noun]
Pattern B: There he is! [There/Here Pronoun + is]
Pattern C: *There Carlos is! [There/Here + Nous}H i
(Scovel, 1998:20)

*The asterisk is used to mark ungrammaticalitytractures.

Looking at the examples above, it is easy to se¢ tiie child has combined the
structures of Patterns A and B to form a new onPattern C. As argued in Daniel
(2012), communicative contingency at times deteesilinguistic choices more than
grammatical correctness. It appears that childrahibty to do this efficiently in their
linguistic production may supersede that of adgteatly. And why not, if it serves
their purposes.

Self-Assessment Exercise
1. State the role played by the Language Acquisitieni€e and the way it works
in the modern linguistic theories.
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2. ldentify and exemplify with about three structuthe proficiency stage in the
language learning stages, contrasting the strdcaxamples with the likely
initial stage in the language acquisition process.

40 CONCLUSION

This unit discussed the three main linguistic psses involved in human language
usages. These are the comprehension, the prodweiorihe language acquisition
processes. It was found that the comprehensiorepses is the most widely discussed
in the literature because it can easily be seereims of the reaction of the
interlocutor to stimuli. However, the discussiontbé production processes indicate
that the seeming errors made by speakers tendfdarinon them about the actual
processes that the human mind engage in in progluspeech. The language
acquisition process is seen to enable the humang lieiacquire language. It reveals
the innate ability of man to move to the symboliage of communicative ability of
man. In addition, the human ability to be dynammdinguistic usages is revealed as
starting early through the young human’s ability dreate new words to meet
particular communicative needs per time. The caictu is thus that the whole
linguistic processes end up being essentially ¢oethd of human beings exchanging
information through communication.

5.0 SUMMARY

This unit presented the three main processes iadoim language usage by the
human. It discussed the language comprehensioregges and how human beings
have been able to capture the essence of langbhemegh interpreting the intended

meaning of the speaker. It discussed the abilitynah to produce speech through
some systematic linking of thoughts to result imgiaage. It shows how such

involuntary acts, like the slip of tongue, revda processes involved in human beings
bringing together their thoughts to communicatelidtussed the language acquisition
process engaged in by individuals in acquiringearhing a new language. It argues
for the innate ability of the human species to a@&eguanguage. It exposes the

processes involved in this task and the importardget stages that the human being
must pass through in order to attain proficienclamguage learning.

6.0TUTOR MARKED ASSIGNMENT
1. State the three processes involved in psycholitigurgquiry.
2. Briefly discuss the comprehension process.
3. Carefully outline the processes involved in thedaciion of speech.
4. Explain the language acquisition process and teergisl function of
Universal Grammar in the whole process.
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1.0 INTRODUCTION

In the previous unit, you learnt about the différenocesses involved in language
processing. The way human beings work to comprelanguage as well as the
systems applied to producing speech was discu$éedway in which human beings
generally acquire a new language was extensiveludsed and the stages required to
attain proficiency in language acquisition werelioetd. This unit deals with the
processes involved in language processing. It todisk language to the human mind
to see how they work together to produce commuioicat

2.0 OBJECTIVES
At the end of this unit, you should be able to perf the following tasks:
1. Discuss the nature of language.
2. Outline some important processes that charactdrése/orking of the human
mind.
3. Link the human mind with the linguistic performaregressed through
linguistic choices.

3.0 MAIN CONTENT

3.1What Is Language?

Scholars have variously defined language, depemuinghat they need to convey by
such a definition. Let us look at some definitigigen by scholars and determine the
best definition that is useful for our present msgs in this course.

3.1.1Source of Language
Yule (1996) traced the origin of language to dieesources. While some of these
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sources are considered supernatural, others aveedi@s natural while others are
viewed further as due to pragmatic purposes. Howewnbatever is the purported
source of the human language, the important issoe is that it has some important
characteristics which scholars have tried to esfalolue to its functional and practical
usage by humans.

3.1.2The Nature of Language
Yule (1996) identifies six important characteristaf the human language. These are:

a. Displacement: This means that the human languageefar to things in the
past, the future and even places outside the p&atiphysical context.

b. Arbitrariness: This suggests that a reference damal linguistic element
representing it have no actual iconic link. As sublere is no link between the
word food and the actual food. This may suggest Wwisypossible for different
languages to have different names for the sameergfe called food. It i®od
in English, ounje in Yoruba, abinchi in Hausa,emuremiin Okpe, isare in
Ebira,nri in Igbo, etc.

c. Productivity: It is possible for new words to berfed in the course of time.
As noted by Yule (1996) and confirmed by Scovel98)above, children are
especially good at this (see Unit 3 above). Crégtig essentially a part of
language learning and acquisition process. And ithishy computerarrived
into the English language when the need to namedhgaption arose.

d. Cultural Transmission: Language is a means of indtiag culture from one
generation to another. As Hudson (1980) says, ulage is vehicle of culture.

e. Discreteness: Each distinct sound in language nsidered as being discrete.
This distinctiveness is what helps to determire sbund is actually a phoneme
or not in a language. The process of doing thimastly done through the use
of minimal pairs.

f. Duality: Language normally has the physical andntteaning levels.

These characteristics of language have remainettheatcentre of its description.
Language is thus usually considered aystem of human arbitrary , conventional
symbolsused forcommunication. All these are parts of the features that language
has.

Other definitions proposed include:

Hudson (1980), Chomsky (1998), and Okolo (1998heqhat language islaarned
behaviour which helps us t@easonandbuild social relationships Language thus
becomes an important carrier of cultural norms waags of reasoning about them. It
reflects attitudes and social relationships obtajnn a particular society in its use by
members of such a community.

Langacker (1987: 12) posits that language is dgtdah integral part of the human
cognition.” His argument is that language use igethelent on éxperiential factors
and inextricably bound up withsychological phenomenahat are not specifically
linguistic in character” (p. 13).
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Palmer (1976, 1981), Graddol, Cheshire and Swa®®3)1 Halliday (1985) and
Osisanwo (2003) variously describe language asetifinal device to communicate
meaning. Graddol, Cheshire and Swann (1993) ndade ithis “a highly complex
systemof communication” (p. 12) while Halliday (1985: xvii) calls it a syem for
“making meaning.”

Chomsky’s (1998) regards language asabstract systemof behaviour constituted
by rules that determine the appearance and innaanimg of a prospectively
indefinite number of sentences.

The essential fact identified by these scholatbas language ibehavioural in form

andsystematic in nature While some view its nature as beipgychologica] some
regard it as beinfunctional. Nonetheless, the essential thing that makes &ggan
important human possession is its ability to hégninteract in the social context
Thus, both its form and function are very relevantnguistic description.

Self-Assessment Exercise
Give your own clear definition of language that @msulates all the possible
characteristics that language possesses.

3.2The Inner Processes of the Human Mind

The human mind is very deep. However, it is theebaisthoughts that gives life to
language. The human mind is where the thoughts@meeived and then realised as
linguistic elements. Aitchison (1990) argues tlt human mind is only reflected in
terms of thought made tangible by language. Thegqssing of language is seen as a
major work that thoughts perform. As such, languagflects thoughts. The
processing of thoughts is what language reflecitscison, 1989, 1990; Steinberg,
Nagata & Aline, 2001; Yule, 1996). It is thus notnfar children learning or
acquiring a language to process it within their raibge and environmental
experiences. It is within the limit of the thingsey have experienced that they use
language to express themselves. It is thereforessacy to note that linguistic
processing is determined by the environmental expee of the user of the language.
The person that is yet to make use of a computsr mo& be able to describe that
experience with language. It is hence not far-fedcto imagine that this person may
not be able to process the thoughts concerningpidiomenon in the mind. The
ability to comprehend and produce language can emuently be related to
environmental factors.

Steinberg, Nagata and Aline (2001) argue that #m@cbmental entities used by the
child acquiring the language are actually derivednfthe physical world. As such, the
child may be able to account for such words asnkdmilk’ essentially from the
experience of having been given milk to drink by tbaregiver. Aitchison (1989)
notes that the idea of Chomsky that children coimeady loaded with language in
their minds is unacceptable. The more acceptalda sgkems to be that of children
being able to process language to express whatdheironment have enabled them
to experience. This second option appears mor@maak and acceptable. She uses
many examples of children processing language d@epher point. As such, when
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children assert statements like ‘Daddy car’ or ‘Mayncomb’, it is because they can
relate to these experiences in their physical enwrent. Children that do not have a
daddy or their daddies do not have a car may noalide to make these sort of
assertions. In addition, these children are abteattsfer such experiences into similar
new experiences to produce new structures thatetate those new experiences. This
Is an important element of language, its dynamishich Yule (1996) identified. The
next section discusses how the human mind and éyggunter-relate.

Self-Assessment Exercise
Discuss the important element required by the humiga in order for it to express
itself in language.

3.3How does Language Relate to the Mind?
The main focus of this course has been the wayukageg and the human mind work
together. This is why the course has been integdaly described as
psycholinguistics or psychology of language. Thext®n thus zeroes in on the
relationship between language and the mind.

Several scholars have previously linked language ramd and the way discursive
practices manifest them. Some of these scholarsérvbtions are discussed here.
Vygotsky (1962) observes that the major functioniclvhlanguage performs
psychologically is to communicate one’s intenti@msl help maintain social links. He
notes that for one to convey what one has in nond, has to do it through a language
of some sorts. He remarks: “Rational intentionalvaying of experience and thought
to others requires a mediating system, the proebtfpvhich is human speech born of
need of intercourse during work...” (p. 6). He thusk$ the individual's thinking
system to individual social development or seltdatisation within the society. This
is manifested through the instrumentality of largpiaEvidently, the individual’s
desire for psychological expression of what is e fperson’s mind, in terms of
thoughts and/or intentions, is through the mediuimlamguage, which could be
symbolic, iconic or indexical. This usually getslised in a social setting, to the end
of making intentions understood by others. Esskyptighen, the whole point of
communication is to have one’s intentions proparhderstood, and accordingly
responded to in the manner that fits into one’ppses and hopes.

The Sapir-Whorf Hypothesis is also famous for Intkianguage to mind and for the
result of this in determining linguistic behavioupatterns in discourse. The claim is
that one’s language determines one’s view of thedvand consequently how one
relates within that world. This theory thereby p®s$hat language absolutely controls
one’s mindset and decides the way one uses langWsberf, 1956). The greatest
weakness of this position that has been identietthis view of language’s absolute
control of the human mind. It must neverthelesstaged that language really exerts a
lot of influence on the human mind and helps toregp the psychological disposition
of a communicator. It is a two-way process: languean influence one’s thinking and
it can also reveal one’s thoughts. This shows {firguistic relativity is about
reciprocity rather than domination. Linguistic teldy is thus the acceptable section
of their explication.
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In more recent times, in terms of the strong inilkeee that language has on social
cognition, Theo van Dijk, Norman Fairclough, Rutrodfdk and others in the critical

linguistic tradition have extensively studied thkeepomenon (cf. van Dijk, 19983;

Fairclough, 2001; Wodak, 2001; Martin & Rose, 2008ardhaugh, 2006; Baker,

Gabrielatos, KhosraviNik, Krzyzanowski, McEnery &oddak, 2008). They show,

from their investigations, that language is an ingoat means of exerting social
control through the engagement of discourses tathwantage of those in charge of
social power and the media apparatus. Consequehdylink between the private

mind and the public mind gets actualised in pubigcourses. Within communicative

activities, the general disposition is created gats carried out in the private. Also,
the perception of one’s social positioning getsregped in one’s communicative
engagements in the public space.

Clearly then, there is a strong link between laigguand the human mind and this link
Is usually revealed in human social interactiomeugh language.

Self-Assessment Exercise
State the connection between linguistic performamzkthe mind.

4.0 CONCLUSION

This unit discusses the link that exists betweaguage and the mind. It shows how
the human mind connects itself to experiences ed translates these into linguistic
elements. The importance of environment to the wWay human mind processes
language is revealed in the unit.

5.0 SUMMARY

This unit describes the nature of language. It disousses the way the human mind
processes language. It in addition outlines inib#ta way language and mind relate
together in terms of production of linguistic perf@ance. The next unit relates
psycholinguistics to the human living condition.

6.0 TUTOR MARKED ASSIGNMENT
1. Discuss the nature of language and indicate foaratheristics of language
you know.
2. Outline some important processes that charactdmesworking of the human
mind and how do these relate to language production
3. Give a detailed description of the link the humandrhas with linguistic
performance expressed through linguistic choices.
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UNIT 5: HOW DOES PSYCHOLINGUISTICS RELATE TO OURVES?
Contents

1.0 Introduction

2.0 Objectives

3.0Main Content
3.1Practical Ways that Psycholinguistics Relate toHbenan Ways of Life
3.2Relate Psycholinguistics to Your Personal Lingaigtkperiences

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

In the previous unit, you learnt about the natufe language. The different
characteristics as well as the definitions of laaggiwere outlined. The processes of
the human minds were discussed as well as howdbepine environmental factors
to the human cognition and language. The relatipnbetween language and the
human mind were also highlighted. This unit disessshe practical way that
psycholinguistics can be related with human waysfef You should thus be able to
see that psycholinguistics is not merely an absisatie but that which has practical
application to the human life, your own life

2.0 OBJECTIVES
At the end of this unit, you should be able to:
1. identify the specific ways in which psycholingucstihagpractical
application to our lives
2. relate psycholinguistics to your personal lingaigtkperiences

3.0 MAIN CONTENT

3.1 Practical Ways that Psycholinguistics Relate toHhenan Ways of Life

You may be wondering right now that in what ways paycholinguistics affect your
life practically. In the first place, it studiesetivay the human mind works as it relates
to language. This shows that the human thinkingcgsse is closely connected to
language. Language is not independent of the thilregsgo on in our minds. It is quite
obvious that language essentially expresses wlgglig on in our minds. This can be
seen quite clearly expressed by scholars in the Gasmsky’s view is that language
Is rooted in the ability of the user. It is alsovimus that when we look at Halliday's
argument of ideational function of language, ps¥icigoistics becomes more relevant
to our practical life experiences.

In the famous Chomsky’s argument, grammaticalititighly rooted in the ability of
the speaker to control language usage. It is adswas that the things we talk about
are rooted in the things that we think about. Thakes real the issue of the linguistic
reality of the experiences of language users. #afls discussion, using the lost tribe
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in Golding’s The Inheritor and how their linguistic choices mainly reflect ithe
personal experiences, shows clearly that the isefiepractical usages of
psycholinguistics to the human life is very praalic

In addition, psycholinguistics undoubtedly makessiobs, through such practical
occurrences like slips of the tongue and the g@ton of the next phoneme in the
course of discussing, that psycholinguistics hpgaatical application in our lives. For
example, | am sure that you have had occasionytonsa instead of ‘sir’, then self-
correcting, you end up with ‘sir' and laugh at ymwn seeming incompetence. The
guestion then is: is the speaker here actually len@bknow the correct response to
have given to the interlocutor or are there otlaatdrs responsible for this sort of
response? It appears that the other will be thea apm@opriate answer. Why did | say
so? Because the speaker was able to self-correcednately. It shows that, unlike
Chomsky’s idea of linguistic incompetence as prom®d in his Transformational
Generative Grammar theory, this particular sceneois due to that but mainly a
psychological situation that could have been roaea mind probably occupied with
something else. This comes to reason as the intgdpis able to self- correct.

Psycholinguistics also helps us to study how hufmeimgs comprehend language.
Steinberg, Nagata and Aline (2001) assert that mganwhich underlie speech
comprehension are concepts that are in a persand. mhis shows that, within the
mind of a person, there must be underlying ideasdlve meaning to the language of
communication. This could be seen as the basis ailiddy’s linguistic theory as
noted above.

The slip of tongue phenomenon also easily revaadthar way that psycholinguistics
can easily be linked to our lives. It shows how hAnnbeings anticipate the next item
of production in their speeches. When someone says ‘se shaid’, we can easily
relate that the person has only interchanged th&lirsounds in the two words.

Aitchison (1989) argues that this is one of theidtiral patterns in the production
process and that it is not haphazard in nature. Jdmsing process in structural
production thus shows that there is a pattern oflgetion in human speech and the
English language makes use of its pattern evehdamtistakes made. Scovel (1998)
fully agrees with this postulation.

The fact that thought processes are important terpreting what is being said also
reveals how the psycholinguistic studies affect vgs. In addition, as Arokoyo
(2012) found out in her study, even children thed e the language acquisition
process tend to make a whole lot of assumptiongh&r communication process,
especially, with close family members.

In another sense, our environment as input totlbaght processes of human beings
can also be seen as another thing that underiepdircholinguistic study. Concepts
do not grow on trees; they are gotten from the me&pees of the interlocutor.
Psycholinguistics also helps us to uncover the cesmof the relationship of these
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experiences to our linguistic choices. Daniel (90t argued that deep seated in the
linguistic choices of the way women are describedligerian newspapers have a lot
to do with the perception of the power level of waymn the Nigerian society. It is
thus not surprising that women are more often dEghras appendages of men. The
experience of women to become fulfilled in beingrseas the wife or mother of
someone (Oriaku, 1996) appears to be rooted ityehpogical disposition that exalts
wifehood and motherhood above the personhood ofvtraan within the Nigerian
society. This thus clearly shows that even witia social set up, social psychology
has a lot of influence on our linguistic life (degng, 1994).

It should be obvious by now that psycholinguisties a lot of practical influence
upon our lives, whether privately or socially.

Self-Assessment Exercise
Identify some important areas of the human lifevimch psycholinguistics has
practical impact and influence.

3.2 Relate Psycholinguistics to Your Personal Linguai&ixperiences
In this section, you are expected to be able tt@dhe instances from your own life in
which psycholinguistics appears to be manifestmgractical terms.

We are going to help you to be able to deal with ffection practically. This will be
done by being given some leading questions thatgwite you into giving practical
realisation of how psycholinguistics has had pcatteffects in your life.

Scenario A

Have you ever had to remember some things happesriognd you in order to
interpret the meaning of a language event? Lebais &t a scenario like this:

Policeman: This man, stop wasting my time

Driver: Oga, | beg now! [Prostrating] Just managelike that [hand
stretched to the policeman]

Policeman: [angrily] Let’'s go to the station. Caydiu hear me?

PassengeiSettle the manow and let us go.

The italicised portion of this exchange will requsome contextual or environmental
factors to understand. Have you ever thought ofdabethat an American that is new
in Nigeria may find it difficult to easily interptehis statement? But can you find it
difficult to interpret this statement or the whaleene itself? Explain why you think
you can interpret this scene or statement withowthrdifficulty? Try to write down
your explanation to clarify your thoughts.
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Scenario B

Malapropism, tip of the tongue phenomenon and tipea the tongue are features
common with the speech production process. Howhiset relate to your life in

practical terms? Slips of the tongue are a commeaiufe of the sometimes
unsuccessful attempts by human beings to communi¢tawever, they are called
slips of tongues because they are produced thraoglitting release by the speaker.
For you, can you find instances of such occurréhtieges, describe them.

What do you say of the tip of the tongue phenom@nagree with you that it can be
very frustrating. You know you have the word riginere at the edge of your mind but
your tongue can’t seem to be able to actualiséhién, sometime late in the night or
when you have gone far away from the scene of imussion, bingo! with a snap of
the finger, probably in the most unrelated envirentmthe word comes crashing into
your world. How about that for an examination sg# You can understand why |
said it can be most frustrating. This is part & things the psycholinguist is expected
to provide explanation for. Why did the word dectdeelude you? And why must it
be at that particular time when you are in despemaed of it? Why did it come back
and descend into your consciousness and subsegyentl tongue when the crucial
moment is probably forever lost (your final yearaexnation? It happened to me
when | was writing my essay examination in my figahr in the secondary school.
Imagine that the spelling @fireadyeluded me until after | had submitted my script to
the examiner. What a shame!) Describe your expegidrknow you will have one.

Self-Assessment Exercise

Discuss two practical ways that you have experi@rasituation in which you think
psycholinguistics could really help to explain gheenomenon of what happened to
you.

4.0 CONCLUSION

This unit discusses the practical application oatMbsycholinguistics has to do with
the human life. It reveals the fact that psychalistics may appear like an abstract
discipline but that it actually has practical apation to the human life.

5.0 SUMMARY

This unit outlines some practical ways in which gisylinguistics affects the
individual and social life of people. It revealsy®important ways that it has practical
application in the life of each individual and t&cial cognition. It leads the learner to
see the practical application of the psycholingessstudy to the life of the individual
and their society. It describes the very way thgpslinguistics brings to the fore the
individual and social cognition to the way theinduistic choices are made. It also
exposes the individual to the very personal unitanggbf their own encounter with the
psycholinguistic operations in their everyday Efgperiences.
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6.0TUTOR MARKED ASSIGNMENT
1. Identify some important ways in which psycholindais can be practically
applied to the individual’s life.
2. Describe one important way you have practicallynsaeyour life that the
psycholinguistic study will give a clear explanatiof your experience.
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MODULE 2: ISSUES IN PSYCHOLINGUISTICS

Unit 1: Language and the Mind or Mind and Language
Unit 2: Current Issues in Psycholinguistics

Unit 3: Controversies in Psycholinguistics

Unit 4: Finding the Middle Point: the Linguistic hersals
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UNIT 1: LANGUAGE AND THE MIND OR MIND AND LANGUAGE
Contents

1.0 Introduction

2.0 Objectives

3.0Main Content
3.1Language and the Mind
3.2Mind and Language
3.3The Link

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

In the previous unit, you learnt about the way laage has direct relationship and
impact on our lives. You were able to see thath\wiycholinguistics, you can explain
some phenomena that you have probably experiengdtbuw knowing how to
account for them. So, the unit discussed tip ofttimgue phenomenon and slip of the
tongue among others. This unit relates the comeriietween language and the mind
and mind and language.

2.0 OBJECTIVES

At the end of this unit, you should be able to aghithe following:
1. Determine the actual form and structure of psycigplistics.
2. ldentify the link between the human mind and lamgua

3.0 MAIN CONTENT

3.1 Language and the Mind

In Module 1, Unit 1, you were introduced to whaygsolinguistics is all about, that
Is, the nature of psycholinguistics. This unit ddeessing some controversies that
surround the nomenclature and description of pdymipaistics. This will held you to
ring this course into proper perspective. We sihalfefore attempt y to clarify , in this
unit, the distinction between psycholinguisticsestber having to do with language
and the mind or mind and language. The argumeassentially aimed at making a
distillation of the extent of each in order to deiae if psycholinguistics is more
tilted towards language or psychology, especialybur pedagogical necessity.
Aitchison (1990) has drawn our attention to the taat psycholinguistics developed
from the curiosity that psychologists developedrirthe propositions of Chomsky
(1965) concerning language. To her, studying lagguend the mind is like trying to
draw a map of the mind. It is like trying to undsettie connections that link together
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the mind and the way language helps make theseectans. So, in her view,
psychology of language is quite different from gsylnguistics. The issue is that she
views psychology as a broader field which coversegal topics such as how language
shapes thoughts. On the other hand, she notepskiaholinguistics, has to do with
such issues like the storage, comprehension, ptiodugnd acquisition of language in
any medium — spoken, written, signed or tactileislthus obvious that the nexus
between language and the mind is what is beingritbesl as psycholinguistics. Its
focus on how language is acquired, how it is stohedv it is comprehended and the
way it is produced are linguistic-focused and telews that the bringing together of
language and the mind helps to relate languageuptiosh with the way the human
mind works.

It is obvious then that to think of psycholingutstiis to link the workings, production,
comprehension and acquisition of language to tleations of the human mind. It is
possible to think of language as being influencedhe mind of the person. As such,
the reasons why some statements are made or no¢ madsually due to the
psychological influence on the person. For instandmkoyo (2012) notes that
Yoruba children tend to make statements with nubljects for the simple fact that
they usually assume that the subjects are ‘givérnmation’, which means that the
speaker sees the information as being shared Wby ibtdrlocutors. This shows that
language has influence from the operations of timelnOf course, meanings are made
from human experiences. This is why different iptetations can be given to a
particular language event, depending on the expezgeof those involved.

Self-Assessment Exercise
Discuss the basis for determining the nature o€lpslnguistics as a discipline.

3.2Mind and Language

The human mind has been described as a labyrinthigbfvays (Aitchison, 1990).
Different thoughts influence the linguistic choicese make. At times also, the
operations of the mind affect deeply the way lamgguia used by us.

Aitchison (1990) asserts that psychologists statitedinvestigation into what is now
known as psycholinguistics through laboratory iigedions of linguistic usages by
people through simulated laboratory investigatioms a reality that the human mind
IS unobservable and so cannot be studied like sdmeical in the laboratory. The
best way to determine the way the mind is workimyjer any circumstance at all, is
to observe the behavioural output. And languagegoea behavioural output,it is
obvious that the attempt to restrict the studyaofguage in relation to the human mind
would end up in fallacy (Reber, 1987). As Vygotgk962) and Lang (1994) clearly
argue, language is a social thing and must opbeytend the individual. It will have
to involve the mind of members of the society. Thigher reveals that studying the
use of language within the four walls of a laborat@ppears unrealistic.
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Nonetheless, this is exactly what the early psyadists interested in the study of the
human mind in relation to language were doing (#igon, 1990). Their interest was
kindled by the claims made by Chomsky in the e&®g concerning the way the
human language usage is dependent on the cogaliilrg of its user in terms of their
being congenitally wired for linguistic competendéis perfect native speaker has
remained a major quarrel with Chomsky’s theory. Tental nature of the theory also
makes it suspect to many scholars. It is therefi@artening that even the fact of the
context as meaning factor in linguistic usages bwinteresting in the new versions
of the theory (Arokoyo, 2012). No language is woith salt if it does not
communicate; and a language can only communicatendéikes meaning.

The psychologists’ focus on just the working of thand and none inclusion of such
facts of linguistic performance as being rootedhie mind’s operations as influenced
by contextual factors makes one wonder about tipgse of such inquiries. Reber’s
(1987) discussion does make sense within suchtaxton

Self-Assessment Exercise
Determine the main focus of psychology of language.

3.3The Link

We have tried to discuss the nature of psycholstgs. We have also tried to discuss
the main focus of psychologists’ studyof the wag ttuman mind relates to language
usages. We have seen that while psycholinguigticencerned with the psychological
processes related to how humans acquire languaggrehend language and produce
linguistic elements; the psychology of languagetbado with the study of the mind in
relation to language as a behavioural pattern.riiéi@ focus of this course is the way
language and the human mind work together. Thisvhy the course has been
interchangeably described as psycholinguistics syclplogy of language. This
section thus zeroes in on the relationship betvesguage and the mind.

The human mind is the one that contains the dispasi while language helps to
express these dispositions. Other scholars have mhésl link as we discussed above
in Module 1, Unit 4. You can go through the sectmain to refresh your memory of
the details. But the important point you need to Igere is that psycholinguistics
studies language and the mind in terms of how laggus acquired by children and
the process of linguistic development in human g=i©n the other hand, psychology
of language is more interested in the psycholodicd in terms of human behaviour
and how to relate these to language. Nonethelessust be said that the line can
become so thin that there is virtually no differerieetween the two. They could
actually be called the same but as noted by D#&i#)8) concerning sociolinguistics
and sociology of language, the focus of the stuelgminines which appellation best
fits. Thus, our focus in this course is psycholisgos because we are more interested
in the linguistic issues and how the mind affebtm.
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Self-Assessment Exercise
Identify two actual similarities and/or differencbstween psycholinguistics and the
psychology of language.

4.0 CONCLUSION

This unit has shown you the essential connectiahdkists between language and the
mind. It tries to distinguish between language #r&l mind (psycholinguistics) and
mind and language (psychology of language). Esséntthe conclusion is that the
focus of each of these is what determines its nafagme as they both seem to
provide answers to questions about language anautiman mind.

5.0 SUMMARY

This unit has shown you that the main focus of pelinguistics is to describe the
way languages are acquired, understood, producgdeannt. The operations of the
human mind in terms of linguistic acquisition, caetgnce and production are the
focus here. Psychology of language has to do vmghnbind as the focus of inquiry
while trying to identify language as a behaviougttern. The essential link
nonetheless is that both are focused on languagelation to the human mind only
that one emphasises language above the psychalfdggnicing the linguistics.

6.0 TUTOR MARKED ASSIGNMENT
1. Discuss your view of the actual form and structufrpsycholinguistics.
2. State the basic link you can identify as existiegieen your mind and
your native language.
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1.0 INTRODUCTION

In the previous unit, you learnt about the differe@rbetween psycholinguistics and
psychology of language. It shows that the focupsytcholinguistics is language while
that of psychology of language is focused on thepimay of the mind. This Unit will
bring to the fore the current issues in psycholisiguinquiry. It discusses such topics
like nativism, modularity, structure and process ®sues of concern to
psycholinguists. Carefully follow the discussiordve and enrich your knowledge on
the the controversies which the issues broughttabou

2.0 OBJECTIVES
At the end of this unit, you should be able to achithese :
1. Identify the current issues in psycholinguistics.
2. Understand the controversies associated with tess

3.0 MAIN CONTENT

3.1 Nativism

Nativism is a concept that Reber (1987) descrilsemnt-learning He sees Chomsky

as the precursor of this kind of issue in psychylistics which sees the essential
“knowledge base for acquiring a language as ismasduo be inborn and the observed
language be merely the result of a fixing of par@mm a universal system” (p. 330).

To him, the actual worry is the idea that languagennate and thus not really

influenced by pragmatic factors.

Aitchison (1989) has argued against this Chomslpasition of the human language

being basically already made rather than being i@ on the system that enables
the person acquiring the language to interact whén environment and have their

meaning interpretable within these experiences. qiestion then is: what is this

Chomskyan position that is raising so much dust.
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Chomsky (1965) presents the argument that the Bg®us based on the innate
competence of native speakers who can self-coaratigive faultless performance in
that language. Transformational Generative Gramdereloped by Noam Chomsky,
is based on the native speaker's ‘competence’ tmgmse incorrect sentence
structures in ‘performance’ (1965). He claims tlsaich grammatically irrelevant
interference like memory limitations, distractiorattention and interest shift, and
errors do not affect the knowledge a speaker-héam®about their language.

As noted above, many scholars have raised objetditims Chomsky’s perfect native
speaker theory. The fact that pragmatic probadditas possible interpretation
elements in meaning assignment to utterances heem left out of the discussion by
the generativist idealists has been mentioned aljcveDik, 1986; Olaoye, 2007).
Nonetheless, going by Arokoyo (2012) claims, it egus the generative theory has
become more malleable to meaning inclusion in yistactic descriptions. Daniel
(2008) nonetheless has argued that meaning inalusiavhat makes communication
real in linguistic performance.

Self-Assessment Exercise
Discuss your understanding of the nativist theory.

3.2 Modularity

Modularity refers to the idea that there are selitained areas in the brain that store
mental processes. Noam Chomsky has noted thatutiharhbrain has a distinct area
in the brain that functions specifically to help lesrn language, referring to this
specialized area as a module. Modularity is theesém important concept relevant to
a number of central debates in the cognitive seemcluding postulations about the
structure of the mind. Broadly speaking, it consetine degree to which cognitive
domains such as the lexicon, syntax, etc. can dagtit of as separable, i.e., whether
they function independently of one another (May&#®nnette 2004). However,
exactly what constitutes a module varies widelyossrdisciplines and theoretical
approaches.

According to Field (2004:181), the discussion ofdularity is much influenced by
Fodor (1983), who views the mind as composed oétaok central systems which
handle generalised operations such as attentioneonory. These are supplied with
information by input systems which process sensaigrmation and language, with
the input systems being modular and each has gpagikctions.

Modularity of language has proved to be a contrsiagérissue among scholars
(Aitchison, 1990). The confusion concerns the iraign of modules, whether they
remain separate or with links between them or zawveverall central organiser which
contains more abstract representations. Modulasitan important feature of the
linguistic description as presented by the prirespland parameters theory of
Chomsky (1981). The question has thus been wheather can assume that the
language could be seen as being in distinct fonmmaxules that combine to form a
phonetic representation from the logical form.

50



Chomsky (1981) clearly presented this modular forrthe principles and parameters
theory as expounded by Lamidi (2000) and DanieD&0The delineation of the UG
in the theory is subsequently expounded as folloWse lexicon specifies all the
features peculiar to certain lexical items in teraifisits morphological, categorial,
contextual, and syntactic characteristics. Thegmatal component gets projected as a
particular X-bar category of noun, verb, adjectipeeposition, and so on, as specified
for it by the X-bar theory. The categorial and ttransformational components
constitute the base element in the grammar. The hess then generate D-structures,
otherwise regarded as deep structures, througimsieetion of projectile nodes. These
are then mapped to S-structure by the rule Mov&he moved items usually leave
traces at the extraction sites and these are @xatbwith the moved elements. This is
the rule that constitutes the transformational conemt. It may get realised at the PF-
and LF-representations, which happen to be theeotisp phonetic and meaning
levels of the language.
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The subsystems presented of the theory are explaimathe following manner. The
bounding theory specifies the restrictions placedhow far an element can move at a
time. The government theory indicates the relattmiween an element and the
categories dependent on it. Thheory assigns thematic roles to arguments witkin
purview. Binding theory has to do with relationstvoeen an element and its
antecedent. X'-theory gives the projectile noderaggntation of categories. Case
theory, on its part, is concerned with the assigrnoé abstract Case to overt NPs.
Finally, Control theory deals with the issue of tegerential potential of the abstract
pronoun, PRO.

It is thus easy to identify the fact that the madustructure of language actually
interact to give definite grammatical structurefi.these interact at certain levels with
one another to dictate the grammaticality or otleewof a structure. Case afd
theories are said to be related while governmerd &mmding theories have
implications for each other when they interact isteucture. Criticisms have been
levelled against TGG. From its earliest history efistence, it is claimed that
Generative Grammar has always been controvers@oling to Yule (1996: 103)
“Unfortunately, almost everything involved in thaadysis of generative grammar
remains controversial.”

Nonetheless, the main issue that scholars havevithdChomsky's delineation of the
theory remains that of the fantastic native speakewell as the prescriptism that has
remained its hall mark in terms of linguistic degton. But the theory has shown the
fact that the natural language has a modular sireicaind form. The more recent
linguistic description within this tradition is thdinimalist Program. It attempts to
work on how to economise the operations of theulisiic systems to achieve minimal
movement for linguistic elements. It has not, hogrevliscountenanced the modular
nature of the natural language. This is the vieat thitchison (1990) also notes
appears to be agreed upon by scholars.

Self-Assessment Exercise
Describe clearly the interactive modules that ofgerra the principles and parameters
theory.

3.3 Structure

Structure is essentially about the putting togetidexical units to form a whole. This
whole is usually about making meaning. Linguistvenaver the years tried to
describe this structure in order to communicatendtioeless, structures are usually
deeply seated in psychological processes. Thiswesad the strong points made by
Chomsky (1965) and in his subsequent developmenheftheory. Even Halliday
(1971) reveals this important fact in his discussmf the ideational function of
language. He proves that the way a language ishesetb do with what is going on in
the user’s mind. Daniel (2008) confirms this pasitin her analysis of the newspapers
linguistic expressions of women, either pictorialioguistic. She found that women'’s
psychological disposition determines their linggisthoices. When you look at
yourself too, ask yourself why did you say what ysaid. If you choose to wear
clothe that bares your body, are you not trying to
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make a statement? If you choose to speak downna¢@ue, is it not a sign that you
feel superior to the person? Your answer to thesstegpns or teasers should help you
to see that the way the mind and language inté&saetry close.

In addition, Aitchison (1990) suggests that thefasion have always been whether
structure and process are closely related or rfwd. f&ct that there is a close link has
been established above. Nonetheless, our focumssirséction is the structure and this
is what we will discuss.

The fact that structure could be called the phormitput of the linguistic process that
becomes physically available to us has been mesdiabove. It is therefore clear that
structure is what can be regarded as the Spelktage in the Minimalist Program. It
is the actual production. It is the actual outpimw does the structure play out as the
representation of the production of a linguistieqa? It is obvious that a situation of
“‘em...em...” in a speech event may mean a lot more thare fillers as they most
probably will be described as by linguists. Thewldosuggest indecision or lack of
communicative competence by the speaker. In esstrese fillers could be negative.
However, they could also be positive. You may asw.hif a politician is trying to
show that they have ‘arrived’, they would likely bsing these fillers to impress, to
show that they are now what is usually referredd4dbig man’; no gender prejudice
intended. This goes to show that structure is aakv of the mindset of the speaker or
their communicative competence, beyond linguisbimpetence, that is.

In addition, when a structural element is eliddad¢cauld be with the intention of

making a point to the receiver of the message.dy miso be to show ones social
position or even to indicate the communicative cetapce of the speaker. But more
often than not, it may be a sign of linguistic catgnce in the user. In this way,
Chomsky’s argument of the ability of a speaker geaible to self-correct becomes
relevant here. As such, proper or grammatical giratforms are a psycholinguistic
result of not only properly processing the langudge also making the correct
linguistic choices to produce the grammatical strrecthat is obtained in the process.

Self-Assessment Exercise
State the connection between linguistic processing the linguistic structure that
results.

3.4 Process

Linguistic processing involves the analysis, classiion and interpretation of a

stimulus. In psycholinguistics, it is particularlysed for the cognitive operations
underlying the four language skills (speakingglmsihg, reading, writing); the retrieval

of lexical items; and the construction of meaniagresentations, though it sometimes
refers more narrowly to the receptive process steting and reading. However,

current models of processing favour early informmtiprocessing theory, which

represented cognitive behaviour in terms of mestates and of processes that modify
the states in clearly defined stages (see Field:224).

Hawkins (1994) reveals to us a lot about the issuesounding linguistic processing.
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Nonetheless, as other scholars such as Vygotsié2j18ang (1994) and others have
shown previously, linguistic processing is very plgerooted in the mind and

manifests in linguistic behaviours that get realias linguistic productions. Aitchison
tries to argue for this link as noted above and tbvious that this link exists as we
have also tried to show above. The reality is tihajuistic processes — whether
towards comprehension or for the purposes of promluec- necessarily undergo the
same processing but in different orders. This iy Whs seen in the communicative
process that it is when the language of the spdakéer) is correctly decoded and

54



interpreted that we can say that communication ta&ken place. As such, such
example of hesitant speech as noted above coulcbbemunicatively meaningful.
Nonetheless, except there are such structural fdnatscan clearly convey them, it
may be difficult to decipher the intention of thgeaker. This is why the example of
the nonsensical sentence given by Chomsky (1965amagxample of a correct
structure that does not make sense makes a whaé dense here; the fact is that the
sentence is actually nonsense and does not haveoamyunicative content that could
be interpreted. This is why one still thinks thagéaning content eventually becomes
the reason for the communicative act in the fitat@, no matter what contrary view
may be held by some generativists (cf. Gray, 1978).

Aitchison (1990) asserts that the link between @sscand structure is an issue of
contention among linguists. Our view is that theed not be so. The reality before us
is that without a psychological base, language hae no form. Processing of the
language determines its production content jushagrocessing of the linguistic raw

material given by a producer provides the basistirpretation by a receiver of the

message. As Kress (1990) duly notes, none of {hiesmsses is idle; they are all very
active and very involving for all the parties invetl.

Self-Assessment Exercise
Discuss the role of linguistic processing in shaywnuser’s linguistic competence.

4.0 CONCLUSION

This unit outlines current issues in psycholingasstThese are identified as nativism,

modularity, structure and process. In discussingheaf these issues, a deep link

between them is identified within the literaturdelfact that comes out clearly is that

they are interrelated. It is thus obvious thatdberce of the human language is related
to its universal form as a modular structure. Thgsmral structure and processing of

the human language are linked.

5.0 SUMMARY

This unit discusses four current issues in psyolaistics. The issues identified are
nativism, modularity of language, structure andcpssing in language. These are
duly discussed and the points of difference andyumtegrated in the unit. The
interplay of the issues and how they link togetirerdiscussed here.

6.0TUTOR MARKED ASSIGNMENT
1. Identify each current issue in psycholinguisticscdssed in this unit.
2. Discuss in full nativism, modularity, linguisticquessing and structure and
also provide your views on each of them.
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1.0 INTRODUCTION

In the previous unit, such current issues in pskeguistics likenativism, modularity,
processing and structure were examined. In this unit, we shall look at the
controversial issues in psycholinguistics. Thedfied full of many topics that have
been debated for ages. These areas have influbamugpohge studies and development
and more data are still being assembled to learme nabout human language
behaviour. This thus discusses the stand of thenittaigt/mentalist and the
behaviourist schools of thought. While the formetds that language is innate, the
latter believes that it is environmental. We wily to draw a middle line between
them. We shall also assess the species — speaitiot man in possessing language.
Some have argued whether animal communicationthke'dance language’ of the
bees actually constitutes language in the samee diaesthat of the human language.
The unit will also give an insight into the contessy regarding the relationship
between language and thought and we shall see arih&iiidren actually imitate adult
in their speech or they possess creative instmgenerate what has been labelled as
‘child grammar’.

2.0 OBJECTIVES
At the end of this unit, you should be able to:
1. examine the cognitivist/mentalist and behaviouhsbries of language
acquisition
describe the role of imitation in language learning
explain the Critical Age Hypothesis (C. A. H.)
discuss how thought interrelate with language
distinguish between human language and animal conuation

abhowd

3.0 MAIN CONTENT
3.1 General Overview

The field of psycholinguistics is varied and compl€he issues being discussed range
from the most profound to the most trivial. Topiiesng debated include: How
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do we acquire language? Is language related togtit@uDo children imitate adults

when learning to speak? Do animals possess langadbge same sense as we talk of
human language? All these and many more have gedeadot of controversies that

researchers have come to the conclusion that niireeeds to be done to determine
what really happens when psychology, sociology@mnthsophy come in contact with

human language. Kayami (2001) expresses deep comdemn he says that “the topic

of human language acquisition implicates the masfogond questions about our

understanding of the human mind and its subjectamathe speech of children, is

endlessly fascinating. But the attempt to undedstarscientifically is guaranteed to

bring on a certain degree of frustration.”

Controversies abound in psycholinguistics becatuskeals, not only with language
study, but also the psychological aspects involvdthese include language
acquisition and behaviour as well as the psycholdgnechanisms responsible for
them. Implicit in the explanations are questions e determined. Since

psycholinguistics has to do with human mind, eoflohssumptions must be scrutinized
to avoid arriving at the wrong conclusions. Psyoigplists want to know how

language structures are acquired by children amdthey are used in the process of
speaking, understanding and remembering.

Arguments also arise whether animal communicatidferd from that of man.
Though they appear the same because they bothfixadesystems of signals, this
similarity is vague and generalized since it carexmiain adequately human linguistic
complexities. For example, the popular “bees danokén touted as a form of
communication is used to communicate the locatidioad by means of a dance done
in the hive. However, this message is limited k& the message of higher primates
like gibbons and chimpanzees, which are crediteéd @@mmunication signals similar
to human whereas a closer look reveals seriouddlilmns. A cry may indicate
‘impending danger’ and a grunt may mean desirddod or request for care towards
the infants. All these do not constitute languageaose there is restriction and any
message beyond the immediate cannot be conveyed.

Moreover, the relationship between language andughb is still steeped in
controversy. The subject has been of consideraibézest over the years. Since the
Whorfian hypothesis, which claimed total dependeméethought on language
generated so much debate, new insights are now gjna¢ such a position is extremist
and that, as far as cognition is concerned, childen think before they talk. A better
perspective is that language is vital to interactamd therefore affects the way we
think and which in turn affects the way we speatknduage and thought are therefore
integrative and cannot be perceived differently.

Catania (2012) aptly submits that, sometimes, wieticipants in a controversy have
something to say, they merely say the same thimglifierent ways. This underlies
the cognitivist/mentalist and the behaviourist deban language acquisition. While
the cognitivists are concerned with the structufelamguage, the behaviourists
emphasize the function. However, the two can opeif&e controversy between the
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two schools of thought is in part simply a mattérspeaking of the same things in
different ways. Sometimes, when we fail to identthe problems appropriately,
controversies arise because we mistakenly speditfefent things as if they were the
same (Catania, 2012).

3.2 Issues in Psycholinguistics (1)

Perhaps there is hardly any field of language stiiogt entertains so much
controversy like psycholinguistics. This is not ypected because it is an area that
examines in full detail the relationship betweenglaage and the mind. Many areas
combine together to furnish it with a corpus ofad#iat still require much scrutiny.
These include but not limited to psychology, samy, philosophy and biology.
Carroll (1994) explains that controversial issubsuand in psycholinguistics because
it has a rich heritage that includes contributifnesn diverse intellectual tradition of
how best to describe language study and languaggegs. Some pertinent questions
we ask are:

1. What knowledge of language is needed by human bémgse
language?
2. What cognitive processes come to play in languadp@waour?

Attempts to answer questions like the above, anathgr complex questions, require
an interdisciplinary approach, which psycholingastoffers. Psycholinguistics is

primarily a sub-discipline of psychology and lingtics but it is also related to

developmental psychology, cognitive psychology,ralguistics and speech science
(Carroll, 1999).

We can now understand why there is a debate on ha@pmdens when a child acquires
a language. The two schools of thought involvethia debate have been labelled as
the cognitivist/mentalist and the behaviourist tiee. The mentalists argue that
children are born with a mental biological struettinat is genetically wired to process
language.

Chomsky (1965) asserts that a child possessesafieeity to generate an infinite set
of utterances because of a device termed Languaggigition Device (LAD), which
Is a property of the child’s brain that endowsataggregate linguistic information.
During language acquisition, children pick a numbérwords spontaneously and
combine them into a structured sequence by asgjgaath word its natural role.
There is thus no need for any explicit instructaspropounded by the behaviourist
school of thought.

Mentalists propose that what the child needs &# knowledge of a language as they
begin to formulate endless sentences of their ey argue that a child’s mind is
not a blank slate (tabula rasa) and that languageisition is dependent on an innate
species — specific module different from genertdlilgence.
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On the other hand, we have the behaviourists whibthat language learning depends
wholly on the environment and that imitation is ah to language learning.
However, the controversy here should not be seam fain extremist position. The
assertion by the cognitivists does not really ¢ environmental input. They only
argue that environment is a catalyst and not thdens of language acquisition and
learning. They do not actually say that we acqlamguage without experience.
Their assertion is that language acquisition reguemvironmental input to trigger and
stimulate language development. An example is gitreat deaf children cannot
acquire language because when they cannot expersgeech, they cannot possess
spoken language. It is not possible for childretgleage acquisition to take place in a
vacuum. During language acquisition, exposure dmdutation by their caregivers
are important factors in language enrichment. Me&tsaalso support their position
by citing the creativity of human language. How eowhildren produce utterances
they never heard before? Even the preceding tes lf this write-up have probably
never been written by these authors. Almost eventesice that you hear or speak
everyday is a brand new event not previously eepesd. Yet, you create them
effortlessly from your mental faculty without imitag or depending on anybody. The
environment merely serves to stimulate and notréate those bits of language for
you. Everyone who knows a language knows a relgtsmall number of principles,
a small number of sounds put together to createdsvand a large but finite
vocabulary. This finite knowledge provides the persvho knows a language with
infinite creativity (Fernandez &Cains, 2011).

The relationship between language and thought @sstitutes a veritable source of
controversy in psycholinguistics. We have one stldahought that says thought
depends on language and another school says thaghthis independent of language.
Whorf (1956) claims that we dissect the world tlylowur particular language and
that speakers of different languages perceive thidvdifferently in what is usually
referred to as linguistic relativity theory. Witthet increasing complexity of the
modern world, we have realized that the Whorfiapdilgesis is seriously flawed.

Pinker (1995) argued that Whorf’s assertion isenxist because, as far as cognition is
concerned, children can think before they talkak been shown that people think, not
only in words but also in images. Studies in semardand pragmatics have shown
words having more than two meanings but still petlyeunderstood in various
contexts. For example, the word ‘spring’ can bearstbod to mean (weather, sudden
jump, pool and a metal object). There are alsoviddals who can think but cannot
communicate through language. These are peoplersufffrom neurological disorder
and language impairment like ‘aphasia’. This oceungre there is damage to the left
hemisphere of the brain responsible for languagegssing.

Fodor (1975) also argues that general intelligerscghe system responsible for
generating the language of thought, which in twrranslated into speech by our
linguistic system. This implies that any thoughthdae conveyed in any human
language, thus contradicting the Whorfian positiGarrent studies, like Leva (2011),
however, suggest that language and thought argrateel and as such cannot be
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processed separately. Studies reveal that how @¢alil changes how they think and
learning new colour words enhances a person’s tyabit discriminate colour.
Learning new ways of talking about time imparts ewnway of thinking about it
(Leva, 2011).

Jones (2010) counters that speakers of a certagudme do understand a concept
even if it is not in their language. For example German word “schandenfrende”
which has no equivalent in English is still undeost by English speaker, to mean
“rejoicing from the bad luck of others.” He howevebncedes that language
influences and enforces our thought process.

Ogbulogo (2005) explains that as the environmeranghs, culture and language
typically respond by creating new terminologiesdscribe it. The terminologies
used by a culture primarily reflect that cultureiserests and concern. While Indians
in Canada’s Northwest Territories have 13 termsditfierent types and conditions of
snow, the non-skiing native Southern Californiarekendo with only 2 terms. These
are ‘ice’ and ‘snow’. Nevertheless, they also hatreer terms in English for different
stages of frozen water. These include: blizzarmktfrsleet, slush, etc. In Nigeria, we
only talk of dry and wet seasons, which in Yorubeans ‘o gbele ' and ‘o gi nni i
nrespectively. But do you know that th&oruba language has other
weather terminologies like ‘ku ruku ru’ (fog), ‘oye (harmattan), etc.? Cassava
variants in Nigerian ethnic terminologies includekpu’, ‘e ba ’, ‘ga ri ’, ‘oka’,
‘abacha’, ‘kpakpo’, etc.

7

Encarta (2012) says the evidently close connedbetween language and thought
does not imply that there is no thought withoutglaage. Pre-linguistic infants and
higher primates can solve quite complex problemslinng spatial memory, which
indicates thinking. Artistic and musical thoughts dot require specific linguistic
expressions, which may be purely visual or auditory

We can deduce from the foregoing arguments thahallghts require representation
of one kind or another but are not solely dependanit. However, there is enough
evidence that any representation, linguistic orenptlise, is immensely increased by
the use of language.

3.3Issues in Psycholinguistics (I1)

Perhaps, no other controversy has generated ntereshthan that which holds that
animals could communicate in the same sense asveeihin the human language.
Can we actually speak of animal language? The anisw®. This is because
language is species-specific to man and a largéauof evidence suggests that only
man has the capacity for language. This is so lsecaiithe mechanism in the human
brain and the physiological make-up of the vocatkr This genetic make-up endows
humans with special adaptability to language behavi

Encyclopaedia Britannica (2012) reveals that “othembers of the animal kingdom
have the ability to communicate through vocal reiset the distinguishing
characteristics of
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human language are its infinite productivity andativity.” Some have argued that
the bees dance constitutes language but such ari@ssloes not consider that nectar
sources are the only known theme of this commuicasystem. Erroneously

described as ‘dance language’, bees are only ableatry out conventionalized

movement to indicate the locations of nectar andotier message. Even the way
parrots mimic human sounds could only be possildeabse they are kept in the
company of human beings. Such behaviour could mottaken to be a spoken
language because it is wholly derivative and sen@sndependent communicative
function.

We can deduce from the above that animal commuaicaliffers considerably from
that of man. Though they may appear the same wdmmas a fixed system of signals,
this similarity is vague and generalized becauss ihadequate to explain human
linguistic complexities. Higher primates such asbgins and chimpanzees are credited
with communication signals similar to humans butl@ser look will reveal serious
limitations. A cry which may indicate an impendidgnger is hardly distinguishable
from that which is used for anger. While a low sdeth grunt may be for care and
attention, a similar sound may be taken to be amauof delight. While the human
language can convey an unlimited set of discreg@mads, animal communication
revolves around a limited set of signals. No lamgustudy has come up to show how
any animal can say to another animal “I have foymar missing infant being carried
away by the hunter who is sleeping under the tr@aifnal vocalism remains where it
was before civilization whereas the human langusggnamic.

The role of imitation in language behaviour stiinstitutes an area of controversy in
psycholinguistics. Some linguists believe that angn plays a critical role in
language behaviour while others claim otherwisee Tajor issue is, to what extent
does imitation affect language learning and devekmu?

Studies have shown that what is called imitatiojuss exposure to the adult model
which will guide the child to formulate their owrergences and create novel
utterances. Psycholinguists based their idea ofvéssal Grammar (UG) on the

assumption that children do not imitate blindly #alt language forms. All children

everywhere no matter the race, colour or locatienb@rn with a brain ready to equip
them with language. As the child grammar develdgsas all the universal properties
similar to all other languages elsewhere. The listii components of the child

grammar at the phonological, syntactic and leXieatls are complete and conform to
the rules of the speakers.

When you observe a child acquiring language, thera systematic unfolding of
linguistic complexity from one-word stage to multerd level. When sufficient
exposure is given to the child, they will be atirgenetically to produce their own
speech independently.
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You may be surprised that language is not taughthitdren. Researchers have
revealed that it is only the encouragement fromcdn@giver interaction and the peer
group relationship from the environment that trigdee child’s language production.
This interaction will engender their linguistic at&ity. When you attempt to correct
the child’s error, it will be of little or no effésince they will learn the correct pattern
on their own without imitation.

McNeil (1966) reports the case of a child who wasected to say ‘ate’ when he was
saying ‘eated’ due to generalization of the ‘edstptense form. The effort proved
futile as the child made no attempt to imitate digeilt model. Therefore, children’s
errors often go unnoticed and even when noticed narte corrected because the
correction does absolutely no good.

Fernandez and Cairns (2011) argue that the woriafimn’ cannot really be used to
describe what goes on in child/caregiver interactible contends that “imitation
occurs where a child repeats what an adult has wamt least produces a child’'s
version of it immediately an adult has said it.” ¥ a caregiver says: “This is a big
blue ball” and the child responds “Blue ball’, wanoot actually term such as
imitation because there seems to be a great deahdofidual variation in the
production of such an utterance. A good illustratibat imitation plays little or no
role in a child’s language acquisition is reporiadFernandez and Cairns (2011)
where an adult and a child engaged in this contiersa

Child: Want other one spoon, Daddy.

Adult: You mean, you want the other spoon.

Child: Yes, | want other one spoon, please, Daddy.
Adult: Can you say “the other spoon”?

Child: Other ... one ..spoon

Adult: Say “other”.

Child: Other.

Adult: Say “spoon”.

Child: Spoon

Adult: Other ...spoon

Child: Other ... spoon. Now can | have other one 8foo

It is obvious that the ‘teacher’ has only succeededasting his time as the child still
repeats what he said from the beginning.

Another area of controversy is the one that sagt dhcertain age language learning
and language acquisition will begin to decline. 8opsycholinguists hold that a
learner reaches their linguistic plateau wherelbgnat to learn a language becomes
more difficult. Studies still continue to probeonwhether such an assertion is true or
not.

Slobin (1972) posits that by the time a child igfyears old, all the basic structures of
the language are in place while fine-tuning willntoue till late childhood. This
corroborates Lenneberg’s (1967) assertion of &alistage when language
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acquisition is crucial. Known as the Critical Agg/ptthesis (CAH), it presents the
optimal period for first language acquisition astae early teen years after which a
fully complex linguistic system will not developThis appears plausible because
placidity of the brain is being put to test aftereatain age. At a certain critical period,
the brain cannot properly process cognitive demadse language in the same way
that it did during infancy. Researches also conftirat some wild children who
acquire language very late after childhood foundifficult to learn well. A case was
reported of Genie, a Californian girl locked inlaset for the first thirteen years of her
life by an abusive father. She acquired words &edability to communicate verbally
but she never acquired the full morphological ayrtactic system of English despite
the efforts of her rescuers who were from the Unrsitg of California in Los Angeles.
Samples of her speech include:

Genie, full stomach
Want Curtiss play piano
(Curtiss, 1988)

In addition, whereas a child experiences littldiclilty in acquiring more than one

language, older learners do not find it easy oy thessess little proficiency in such
language when diligently learnt. This is easy tplax because children do not have
a language to lean on whereas a second languagde&er can interact in one

language and merely use the second one as a badkiupermore, the language
learning circuitry of the brain is more elasticcimildhood than that of an adult learner
who speaks with a foreign accent when they pick spcond language.

4.0 CONCLUSION

In the unit, we discussed some controversial isgue¢le field of psycholinguistics.
These range from very serious issues to thosengflsiassumptions. We now know
that psycholinguistics is an interdisciplinary ¢ielconsisting of linguistics,
psychology, philosophy and speech science amorgytA lot of questions need to
be answered in such a plethora of studies. Cons@leissues that have arisen
include whether language is acquired or learnt. Wédhe role of environment in
language learning? Do human beings possess a nmatdlanism that predisposes
them to acquire language seamlessly? We have egdmio what extent the
mentalists and the behaviourists can hold theiuggs and that the two schools of
thought should find a middle point. The study asplained the debate regarding the
relationship between language and thought. We Isae®a the extremist position of
the Whorfian hypothesis and that animal commuriocattannot be on the same
platform as human language. We also mentioned dlee af imitation in language
behaviour and conclude that children are not himitators. Finally, we talked on the
Critical Age Hypothesis (CAH) debate and explaitieat at a certain age, learning a
language becomes a challenge because the plasticittye brain functions better
during childhood for easier language acquisitiod arning.
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5.0 SUMMARY
In this unit, you learnt about the complex nature®ycholinguistics and why it is a

field steeped in controversy. Many debates arétijoing in the field because the
issues involved have to do with the human mind asdous themes in linguistics,
sociology, psychology biology and even speech seei®uch a multi-disciplinary
field of study requires many researches to makelasions on language behaviour
and language development. In this unit, we trie@xplain the controversy between
the cognitivist/mentalist and the behaviourist tiwe with a view to finding a
common ground. The unit also looked at the debdtether language depends on
thought and vice versa. You also learnt that animammunication differs
considerably from human language because the etsnoércreativity and species-
specificity which characterize human language &seat in that of animal. The unit
further examines the role of imitation in langudmEhaviour and we now know that
children do not imitate the adult model wholesdlee unit was rounded off by talking
of the Critical Age Hypothesis (CAH) debate whiablds that there is a critical age
after which language acquisition becomes difficMlbu are now better informed that
children learning a language can do it better beeatneir brain is still better
predisposed to language acquisition than oldenézar

6.0 TUTOR MARKED ASSIGNMENT
1. Examine the controversy of the Mentalist and theeBeurist schools of

thought.
2. ‘Psycholinguistics is an interdisciplinary field study steeped in controversy.’
Discuss.
Discuss the relationship between language and tiioug
Distinguish between animal communication and hutaaguage.
5. Explain the Critical Age Hypothesis (CAH).

o
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UNIT 4: FINDING THE MIDDLE POINT: THE LINGUISTIC UNVERSALS
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1.0 INTRODUCTION

In the previous unit, the controversies that dom@nasycholinguistic inquiry were

brought to your awareness. The unit also tried timgbto the fore how these
controversies can be brought into positive usettieradvancement of the discipline.
This unit will thus attempt to integrate these cowersial issues and try to find a
middle point for all of them. You should, consedilgnbe ready to make your
practical contribution to the advancement of pslidgaistics by providing your own

suggestions to the issues raised and how thesesigsn help advance the field of
psycholinguistics. One expects that, as you wesvipusly told in the preceding

module, you should take these suggestions fronpthetical experiences you have
had with psycholinguistics. You may be surprisechatv much the suggestion you
make may impact the field. So, do not be shy iresging yourself.

2.0 OBJECTIVES
At the end of this unit, you should be able to:
1. relate the issues in psycholinguistics to one aroth
2. identify linguistic universals as the meeting pahpsycholinguistic
inquiry

3.0 MAIN CONTENT

3.1Integrating the Issues in Psycholinguistics

It cannot be denied that there are many issuesatkanvolved in the development of
psycholinguistics. There is therefore need to irgteEgthese issues; the controversies
surrounding the development of the field as welthesissues that continue to dog its
academic steps. Some of these issues that haverbisea in the previous units
include the nativistic source of language as wellhe confusion about the processing
and structural form of the natural language. tihgious that modularity appears to be
a commonly held view about language. Nonetheléssfunctional approach appears
to inflame passions just like the nativistic postudo too (cf. Reber, 1987). As argued
by recent scholars (Aitchison, 1989, 1990; Dar2e08; Steinberg, Nagata & Aline,
2001; Yule, 1996), the fact of the matter is thaguage is meant to be used to
function by bringing to light the human thought.igfunction is based on the
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psychological state or posture of the individualaaparticular time and under a
particular circumstance. In addition, it has alsmne to reality that some of these
functions get impaired due, sometimes, to bioldgacaidents. This is where the issue
of aphasia comes from.

Another important issue that has remained conteiakis that of language acquisition
and language learning. What really is the diffeeshd@’he general consensus had
usually been that the language learnt is that wiich person’s second language or
subsequent language whereas the first languageiadly acquired. This means that as
you are growing up, you just find yourself speaking language of those around you.
Psycholinguistshave described this as an uncorsgoacess. This language is also
technically referred to as Mother Tongue or L1. Goestion of whether a language is
learnt or acquired does not seem to us like aneighat should carry as much
controversy as it does. The important thing is ,tlvahether learnt or acquired,
linguistic competence of the speaker should begetaf the teacher or instructor, as
the case may be.

In the same vein, communicative competence anduibtig competence have

remained at logger heads (cf. Adejare, 1995; Daf@)8 & Ogunsiji, 2004). The fact

is that psychological disposition has a lot to dthwhe kind of competence a speaker
demonstrates most times. The truth also is thaetlseneed for the speaker to have
linguistic competence in order to make sensiblestiactions that are meaningful. On
the other hand, the speaker must speak within cocantext for the meaningfulness
of the structure to manifest. You can check outrywords as you speak them to
determine this. When you are speaking to your tectulo you address them as if you
are speaking to your mates in the class? I'm save gnswer is no. Why do you think

it is so? This is because in your mind, you knoat §ou have to respect your lecturer.
Therefore, your choice of expression as it concgms lecturer has to be respectful.
This is not about the correctness of your gramrahggpressions but the relationship
between the participants in this context: you aondrylecturer. So, communicative

competence influenced by your psychological digpmsidetermined your choice of

expressions.

Another issue is the critical age hypothesis. Igdlly such that when a child passes
an age into puberty it can no longer learn a lagg@alhere has been argument for
and against this position. However, one wondersiatie adults that are still able to
master a foreign language at a later date in tiveis if it is impossible for a person to
learn language at a particular time of life. Moregwhe experiments of scholars such
as that of Genie in the US where the child waseatehnguistic contact until about the
age of her teens and she was still able to malginaster the language that was later
introduced to her, one begins to wonder if sucho#ion is actually scientific in
outlook. One could therefore state that physicspasition to speech is more likely to
determine if one can speak or not. The fact alsnames that when through an
accident, a person loses the ability to speak phgpthis is when the issue of the
ability to speak may begin to rare its ugly head.
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Nevertheless, one must not deny the fact that, gnpmycholinguists, the issue of
psychological base of language is non-negotiablestMommunication engaged in is
informed by the psychological disposition of theaker.

In addition, it is true that cognition of the larage user has a lot to do with the ability
of the speaker to make coherent linguistic expoessthat are found meaningful. A
person suffering from a medical condition that nkempossible to make sensible
communication possible will likely be unable to aoomicate effectively. This has
been found to be the case with aphasia patienen Ewse that suffer a condition of
paralysis tend to also lose their power of speé€ufystal (1982) insists that there is
such a large disparity in the speech of this s@ieoiple that more data will be required
to ascertain the ability of these ones to speatheit level of communication. He
asserts that more data will likely expose this aigp than the assumption that the
aphasic patients tend to speak in the same mabeteus ask you a personal question:
Have you ever seen a mad person speak in a senspleer? If yes, then be sure that
that fellow is no longer insane but has the mingtaeed. You can experiment with
this on your own. I'm sure that many people youreassume are sane may surprise
you. This is to show you that cognition is a preatdtipart of what psycholinguistics
exposes in the user of language.

Self-Assessment Exercise
Discuss how four salient issues in psycholingusstedate to one another.

3.2The Inner Processes of the Human Mind

The human mind is very deep. However, it is theebafsthoughts that gives life to
language. The human mind is where the thoughte@meeived and then realised as
linguistic elements. Aitchison (1990) argues tiet human mind is only reflected in
terms of thought made tangible by language. Thegasing of language is seen as a
major work that thoughts perform. As such, languagflects thoughts. The
processing of thoughts is what language reflecigcifson, 1989, 1990; Steinberg,
Nagata & Aline, 2001; Yule, 1996). It is apparentigrmal for children learning or
acquiring a language to process it within their mibge and environmental
experiences. It is within the limit of the thingsey have experienced that they use
language to express themselves. It is, therefoeegssary to note that linguistic
processing is determined by the environmental eapee of the user of the language.
The person that is yet to make use of a computgr mo& be able to describe that
experience with language. It is clearly not fachstd to imagine that this person may
not be able to process the thoughts concerningpiesiomenon in the mind. The
ability to comprehend and produce language carlaged to environmental factors.

Steinberg, Nagata and Aline (2001) argue that #m@cbmental entities used by the
child acquiring the language are derived from thgsgcal world. As such, the child
may be able to account for the words such as ‘drmi’ essentially from the

experience of having been given milk to drink by ttaregiver. Aitchison (1989)
notes that the idea of Chomsky that children coineady loaded with language in
their minds is unacceptable. The more acceptalda stems to be that of children
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being able to process language to express whateheironment have enabled them
to experience. This second option appears mor@mahte and acceptable. She uses
many examples of children processing language ¢oepher point. As such, when
children assert statements like ‘Daddy car’ or ‘Mayncomb’, it is because they can
relate to these experiences in their physical enmrent. Children that do not have a
daddy or their daddies do not have a car may nabbe to make such assertions. In
addition, these children are able to transfer segperiences into similar new
experiences to produce new structures that caterdase new experiences. This is an
important element of language, its dynamism, whfdlte (1996) identified. The next
section discusses how the issues can find a muidie.

Self-Assessment Exercise
Discuss the important element required by the humigwal in order for it to express
itself in language.

3.2 Linguistic Universals as the Point of Compramis

We have tried to discuss some points of disagreearmahpoints of agreement among
scholars of psycholinguistics. You may probablyiagkhe question: what is all the
noise about? The issue is that psycholinguisticealy a practical part of our lives as
noted above. We have talked about the reality ipé 9if the tongue or even edge of
the tongue phenomenon. Now, I'm sure that you fexyerienced these at one time or
the other. The word either slips out of your mob#fore you are ready to say it or
you just practically rack your brain, trying to gethold of that particular word you
desire to say or that you think is the most appabd@rito communicate your intention.
Is this really your experience? If this is truegrthyou must see that psycholinguistics
is not just a field that was dreamed up. It hadityean our lives. If this is so, then
what do we think focusing on the differences in tieéd will likely achieve? Most
probably, it will help scholars to produce a lota@fidemic papers (cf. Crystal, 1982) —
and saying nothing. This does not seem a sensiinlg to us.

Linguistic universal is a reality that Noam Chomdkgs been advocating with his
grammar. Universal Grammar (UG) has delineatedehéty of linguistic universals
among the languages of the world. It appears sensitagree that many languages of
the world have a lot of things in common. In thrstfplace, all languages are produced
with the air stream mechanism as their sound so{Deaiel, 2011); whether this is
egressive or ingressive is usually dependent, mfteh than not, on the particular
sound being produced and, sometimes, the partitatgguage as most languages of
the world make use of the expulsion of air (egressair stream mechanism) to
produce their sounds. This being as it may, theriEmains that most languages of the
world make use of the air stream mechanism to m®dounds. Sometimes, even this
air stream may come from the pharynx or trappeth@nlarynx. The common point
also is that this air stream is usually that whaclginated from the lungs. But the
guestion then is: is the ingressive production ftbmlungs? If it is not from there, at
least it goes there. So, even here, the lungsarmeected to what is happening. Why
are we talking about all these here? This is tonsti@mt language has a connection
with the universal.
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In addition, we also know that all languages hawar fbasic skills. These are:
listening, speaking, reading and writing. An impmitt point to be made here is that,
whether we like it or not, all languages share ghme basic skills of listening and
speaking. These tie all languages together. Thereoi language called natural
language which does not involve the skill of spegkand listening. One sure thing
that is different is that it is when a languageiatt a greater level of complexity that it
gets reduced to writing. Not all languages shaesdlskills of a truth but all of them
have the potential of attaining these skills. ltglshows that there are many things that
languages share in common.

It is also obvious that all languages are usedtomunicate. It is clear that for there
to be meaning conveyance, there must be a psydbalogase for the linguistic
employment. In this wise, one can see that theeisdudeep structure or ideational
content of language usage is universal (see Chgmi$§5s; Halliday, 1971; Lang,
1994; Vygotsky, 1962). Thus, we can see that alljleages have meaning content; if
not, there would be no communication. This is aeotimportant link that all
languages of the world share.

All languages of the world have modular structW¢e mentioned this fact in a
previous unit (Unit 2 of this module). This fact a¢so another fact that has been
proven scientifically. It is thus clear that langea have modularity and systems that
they share. It is another universal nature of thdn language.

Why then are we saying all these things? It is irtgpd to see the linking force

between the languages of the world. The attemmpbake them look so distinct and
different may not really be true. It is imperatitcedetermine what a real controversy
is and what is pseudo-controversy (apology to @iy4082) in linguistic studies. You

need to understand that linguistic universal is bality of psycholinguistics as a

thrust and focus.

Self-Assessment Exercise
Discuss the many ways in which psycholinguisticspregses the points of
compromise as a linguistic field.

4.0 CONCLUSION

This unit outlines the different issues in psychgiiistics that mark the points of
agreement and controversies. It tries to bringttugethe points at which the field of
psycholinguistics present the points of compromisdhe field. It concludes that
linguistic universal is the best point of comproenis

The subsequent units outline the specific areaginh psycholinguistics operates.
5.0 SUMMARY
This unit gives a detailed outline of the specifientroversies and agreements in

psycholinguistics. It identifies controversial issuand the issues on which linguists
agree. The last part suggests that the middle pminbe issues here is the realisation
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that linguistic universal is not just a concepttfomsky’s but a reality as it shows in
the different points raised in the unit.

6.0TUTOR MARKED ASSIGNMENT
1. Discuss the relationship between different elemehfsycholinguistics.
2. ldentify four possible points at which you thinkguages have universal
application or relationship.
3. Give one important way that all the issues in psjioguistics can be
brought together.

7.0 REFERENCES/FURTHER READING

Adejare, 0. (1995). “Communicative competence iglish as a second language.”
In A. Bamgbose, A. Banjo & A. Thomas. (EdSigw Englishes: A West
African perspectivelbadan: Mosuro Publishers and Booksellers.

Aitchison, J. (1989). The articulate mammal: An introduction to
psycholinguistic8rdedn). London: Unwin Hyman Ltd.

Aitchison, J. (1990). Language and mind: Psychaiisiics. In N. E. Collinge(Ed.)
Encyclopaedia of languagépp. 333-370). London and New York: Routledge.

Chomsky, N. (1965)Aspects of the theory of syntéfassachusetts: MIT Press.

Crystal, D. (1982). Pseudo-controversy in linggigieory.Linguistic controversies.
Linguistics 34  London: Edward Arnold. Retrieved from
www.davidcrystal.com/.../Linguistics34.pdf on Febrya8, 2013

Daniel, I. O. (2008). “The linguistic and pictori@presentation of Nigerian
women's assertiveness in selected Nigerian newspapBhD Thesis,
Department of English, University of Ibadan, Ibadan

Daniel, I. O. (2011)Introductory phonetics and phonology of Englislewcastle on
Tyne: Cambridge Scholars Publishing.

Halliday, M. A. K. (1971). Linguistic function arlderary style — An inquiry into
the language of William Goldinghe Inheritorsin S. Chatman (Ed.)
Literary style: A symposiunfpp. 330-68). London: Oxford University Press.

Halliday, M. A. K. (1985) An introduction to functional grammakondon: Edward
Arnold.

Hawkins, J. A. (1994)A performance theory of order and constitueambridge:
Cambridge University Press.

Lang, A. (1994). “Toward a mutual interplay betwegrychology and semiotics.”
Journal of Accelerated Learning and Teachit.1: 44-66. Accessed, August
12, 2006http://www.psy.unibe.ch/ukp/langpaper/pap1994-
99/1994 mutual_psysem_p.htm#Inhalt

Ogunsiji, A. (2004). “Developing the basic languafiéls for communicative
competence in learners of English as a second #yegun Nigeria.lbadan
Journal of English Studied: 19-34.

Reber, A. S. (1987). The rise and (surprisinglydafall of psycholinguistics.
Synthesg72:3, 325-3309.

Steinberg, D. D., Nagata, H. & Aline, D. P. (200R3ycholinguistics: Language,
mind and world2nd edn.). Harlow: Pearson Education Ltd.

Vygotsky, L. S. (1962)Thought and languagé&. Haafmann & G. Vakar. (Eds.)

72



Trans. Cambridge, Massachusetts: The MIT Press.
Yule, G. (1996)The study of languag@&nd edn. Cambridge: Cambridge University
Press.
Wikipedia (2013). Controversies in psycholinguistic Retrieved from
www.wikipedia.comon 20 February, 2013.

73



MODULE 3: LANGUAGE ACQUISITION AND LEARNING

Unit 1: Biological Foundations

Unit 2: The Role of Cognition

Unit 3: Caregiver Language

Unit 4: Phonology, Syntax, and Semantics

74



UNIT 1: BIOLOGICAL FOUNDATIONS

Contents
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 General Overview
3.2 Biological Foundations
3.3 Language Acquisition and Language Learning
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
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1.0 INTRODUCTION

In this Unit, we will be describing the biologicdlbundations in language
development. You will appreciate why psycholingeistholds strongly that language
acquisition and language learning have some basaslogy. Do you remember how
you learnt your own language?

You will realise that many people acquire langusgentaneously just as walking and
breathing. Human beings have been described astibhelate mammal because we
possess an innate capacity for language due tbiolagical make-up. Since language
must be expressed in words which are meaningfolhynected together, a mental
conception situated in the brain is required. Lagguhas, therefore, been called a tool
for thought. You will study in this Unit the critarnecessary to describe language as
having biological foundations and we shall exammehat extent these criteria have
been fully met. This will enable us to validate gsycholinguistic basis of language

as purely a form of human behaviour.

2.00BJECTIVES
At the end of this Unit, you should be able to perf the following tasks:

Discuss the biological foundations of human languag

State the criteria for biological classificationfafman language.

Describe language as distinctively a human affair.

Distinguish between human language behaviour amdakrommunication.
Explain language acquisition and language learning.
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3.0MAIN CONTENT

3.1 General Overview

You are sufficiently informed that part of the cents of Psycholinguistics is the
interplay of psychology and linguistics. You arecaware now that
psycholinguistics deals with cognitive process Iagd in the use of language. Do
you realize then that you cannot talk of psycholagfyout the human mind, which is
centred in the brain? The brain is a biologicaboigm responsible for cognition,
memory, thinking and reasoning. The acquisitioraofjuage by children consists of
the brain becoming organized in a genetically deiteed manner.

Fernandez and Cairns (2011) argued that just asiohegical based system of human
vision is already well developed at birth but reqdivisual stimuli for depth
perception of the left versus right eye so alsd etiildren acquisition of language
require environmental input to trigger or stimulEteguage development.

External Stimuli Human Brain Gramma
.| Sensory Motor >
skills/LAD r
Environmen Lexicon
t Exposure

Schema showing input/output relationship betweeir@mment and cognitive mental
processing of language

Note that during these active years of languageisaitpn, children exposed to more
than one language will develop lexicon and grammérthe two languages

simultaneously. Human language is genetically basdete brain and it is processed
biologically. It develops as the human infant iatgs with the environment.

The biologically based system in the human childl W& triggered for language
acquisition and development. This has been terrhednativist model of language
acquisition. The nativist conception of languagguasition asserts that language is a
natural developmental process. All children progrigsough similar milestones on a
similar schedule. This could not be so were itfoothe fact that language is rooted in
human biology (Fernandez & Cairns, 2011:98). this biological nature of language
acquisition that accounts for the properties ofwdrsal Grammar (UG). You will
notice that children in all places and climes fallgimilar acquisition pattern and
word order. The phonological, morphological andtagtical components follow the
universal principles of language. Crain (1991) siibrihat a child’s grammar never
violates universal principles of language. Foranse, they never contain rules that
are not structure dependent. Even children acqulenguages that do not follow the
general word order of Subject-Verb-Object (SVO) tenglish and many world
languages, still conform to the order of the lamggsato which they are exposed.
Languages like Japanese and Turkish have Subjdgeeoverb (SOV) while some
other languages operate (VSO) and (VOS) patterns.
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As an illustration, we can have:

Audu eats rice (SVO English)
Audu je iresi (SVO Yoruba)
Audu shi shikafa (SVO Hausa)
Audu riri osikapa (SVO Igbo)

This is unlike the SOV structure which will give &is’Audu rice eats”. However,
children conform reasonably to the various gramcahtpatterns. Fernandez and
Cairns (2011) argue that human biology suppliessk@dge of universal principles of
organizing language. When children are sufficiemtpuipped, they take input from
the environment to rapidly and efficiently acquihe language or languages around
them.

Furthermore, Kisilevsky et al (2003) observes thmdants are attuned to human
language from the moment they are born. A growiadybof evidence shows that a
child’s sensitivity to language predates its bsiice the earliest exposure to linguistic
input is in uterus.

Self-Assessment Exercise
Explain the nativist model of language acquisition.

3.2 Biological Foundations.

Our possession of language is closely linked wWighlirain which is the most complex
biological organ of the human body. We shall attetopexamine some criteria under
which language could be said to have biologicalnttations. In a seminal work,
Lenneberg’'s (1967:371-4) arguments of a biologgyatem fit the human language
classification discussed below:

1. Language is Species-Specifitiis implies that only human beings possess the
capacity for language. The genetic make-up of hubeings makes language
acquisition, comprehension and performance unigquenan. Pinker (1975)
asserts that the shape of the human vocal trasisseehave been modified in
evolution for the demands of speech. Also, (Engyaéalia Britannica, 2010)
says that young children have certain charactesidhat predispose them to
learn language. These characteristics include tituetare of the vocal tract
which enables children to make the sounds usednguage and the ability to
understand a general grammatical principle, sucth@dierarchical nature of
syntax. Moreover, a look at animal communicatioveeds a rigid pattern of
signs. Chimpanzees used in language learning exmeriare taught in a
contrived way by humans to acquire rudimentaryitdsl to request for food
and to tickle. This contrasts sharply to the ndtabkality of human children to
acquire language in a seamless unencumbered madoesnimal has been
trained to learn human language creative systeim thé recursive mechanism
for generating an infinite set of utterances. Arir@calism remains fixed as it
was ages before history.

2. Every Member of the Species Should Possess Songerfles to Replicate
Language.
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This is the criterion on which psycholinguists lihgbeir idea of Universal
Grammar (UG). You will realize that all children eeywhere regardless of
colour, race or location are born with a brain whequips them readily for
language to take shape. When this language coméspgssesses universal
properties because of its striking similaritieshmither languages of its kind
elsewhere. Just like every person’s ability to waika fish’s ability to swim,
language acquisition is natural to the human childiversal Grammar (UG)
has its phonological, morphological, syntactic &xlcal components and all
languages have rules and patterns that conforrhetaules of their speakers.
Predictably therefore, the general organisatioralbflanguages is the same.
Fernandez and Cairns (2011) posit that if languagese not biologically
based, there would be no necessity for childrebefoave in a similar way of
acquiring language. We would even expect greattians from language to
language in terms of their internal organisation.

. The Cognitive Processes Involved In Language PromiudVill Develop With
Maturation.

Researches have shown that there is a close linkweba language
development and maturation. There is a gradual ldinfp of linguistic
complexity as the child moves from one-word stagenulti-word level. This
follows the biological process of crawling beforalling. All normal children
develop unaided in their acquisition of languagec® they are adequately
exposed to the language of the environment, thetgesystem programmes
the language for them to be developed in an ordasdlgion.

You will be surprised that contrary to your exp#éota language is not taught
to children. All they need is to be encouragednteract with the caregivers or
other peers in the environment. It is the intemctinput that will engender
their linguistic creativity. When you try to cortechildren’s errors it is of little
use. The child will gradually learn the correcttpat.McNeil (1966) found out
that a child who says ‘eated’ instead of ‘ate’ vatintinue saying ‘eated’ no
matter how many times they are corrected.However,the continual
interaction with the environment, the child over@amhe error on its own
without any hitch.

. Certain Aspects of Language Behaviours Emerge Ouahng Infancy.

Studies have shown that there is a general patietanguage development
common to all children throughout the world. Slo(h972) carried out

extensive studies showing that children aroundviogld learn in the same
way. Like all milestones in the biological develogmh of infants; rolling over,

sitting up, crawling and walking at similar agelse tmilestones of language
acquisition are also very similar. While babies generally known to coo
when they are 6 months old and babble around 9 hmeprhey all tend to

gravitate towards one — word stage at their firghfay. This is followed by

the holophrastic two word-level after which earlgntences of increasing
length become noticeable. With the child’s abifity cognitive processing of
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words, complex sentences begin to take shape antfiaie set of utterances
could be made. By the time the child is 5 years thld basic structures of the
language are in place while fine-tuning continukk$ate childhood. Fernandez
and Cairns (2011) say that children are sensibvihé same kind of language
properties such as word-order and inflexion. Thekenremarkable errors but
their errors are of similar type. You need to knloeve that there is individual
variation in the age at which children acquire lzage which is conditioned by
the characteristics of the acquirer and not thguage or the culture in which
the language is used. For example, a Nigerian eulfliring Hausa will not
speak such language at one-word stage when theyrae years old nor will
an Igbo child speak the language when they are years of age. There is a
distinct developmental sequence to language atiguisirespective of culture
or child’s ecology. Lenneberg’'s (1967) assertioattthere seems to be a
critical period in the acquisition of language haen described as Critical Age
Hypothesis (CAH). While this remains controversgdycholinguists generally
agree that acquirers reach their peak after aings&iod. The optimal period
for first language acquisition is put at the eddgn years after which a fully
complex linguistic system like native accent andphological inflections will
not develop. This has been attributed to the fa&t &ge can contribute to the
smooth learning of a language early in life and Htaa certain critical period,
the brain cannot properly incorporate and prochescbgnitive properties of
anguage in the same way it would do during childhaoquisition.

5. Spontaneous Adaptation of Acquirers to the Behawdwther Individuals
around them.
The biological system in individuals requires ergdrstimuli that will trigger
them to function. This equally applies to langudgeelopment which depends
on the environment to nurture its growth througleraction input. It will be
impossible for the child to develop a languagensmdbsence of any language
to stimulate them and nobody to interact or giventtaccess to language. You
will appreciate this fact when you realize thasithe language that surrounds
the child that such a child grows up to speak.Ybauba child is taken to Kano
to acquire the Hausa language they will spealawligssly at all levels of
linguistic manifestations. It will interest you kmow that Nigeria’s first
president, Nnamdi Azikiwe was born in Zungeru, Ni§éate, where he
acquired Hausa as Language of Wider Communicakiséi§) which he used
quite dexterously as a politician to warm his wayite hearts of many
northerners.

Self-Assessment Exercise

Discuss the biological basis of language acquisitio

79



3.3 Language Acquisition and Language Learning

Children acquire knowledge of language or languagend them in a relatively brief
period and with little apparent effort. This is pide because they are biologically
pre-disposed towards acquiring the language ofetheronment where they interact
with people around them.

Encarta Encyclopaedia (2010) holds that whereddrehi experience little difficulties

in acquiring more than one language, after pubpdgple generally must expend
greater effort to learn a second language as tlisgn achieve lower levels of

competence in that language. When children are sgoto two languages
simultaneously, they acquire the two languagesthtegeHowever, acquiring another
language after the first one is often terrsedond language learning.

In Nigeria, English is a second language we acainreugh a formal setting in the
classroom. Studies have shown that second landeageng tends to follow a similar
pattern with that of the first language except thailt learners pick up more slowly
compared to children. The reason is simple. Incdme of first language acquisition,
the child has no other language to function unlkke adult learner who already
possesses the L1 but requires the L2 as a baclawev¢r, L2 learners are also able
to produce and process simple sentences beforelexmgntences (Pienemann et al,
2005).You will also note some interference problam&?2 learners such as: “They
are not at home” when someone asks for the wheueslod the infant’s mother. The
idea of the plural of majesty used to refer to Higs, eminence and elderly ones has
been extended to refer to one person.

Sometimes the adult L2 learner deviates from thgeetdanguage indefinitely in what
is termed ‘fossilization’(Krasher, 1981). Certamags will continue to feature in the
adult speech as if they are permanently embedkeddsiduals of a rock formation.
In the Nigerian environment, errors such as, “Davidbetween Ade, John and Dupe,”
“| forgot the book at home”, “Speak off head”, “Bow me your pen”, “go to the
garage to board a bus”, “l don’'t hear Hausa langud@ff the light”, “Drop me at

the bus stop” etc., have been identified in thglege repertoire of the L2 learners.

You will realize now that the older learners ar¢ a® proficient as the younger
acquirers because language acquisition is suljexje effects and internal changes
caused by maturation tend to affect the motivatibtne adult learner. Furthermore,
the language learning circuitry of the brain is enplastic in childhood. That is why
you often hear linguists talk of ‘foreign accentdien an adult learning a language
fails to master the phonology (Pinker, 1975).

Now, are you scared as an adult to learn a newulge? You do not need to although
it is a challenging and daunting task; it is webri the effort. This writer learnt a
smattering of Hausa during the service year as whycorps member in Bauchi
State.Expressions such as ‘Yaya deh’, ‘Sannu’, Kép@tc. often opened many
windows of opportunities when we do our shopping@saking English to our Hausa
fellows was usually met with undisguised hostibfyba turenchi'.
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Furthermore, the National Language Policy (NLP)oer§ the learning of another
Nigerian language apart from your mother tonguethwthe advent of globalization
and increasing multilingual needs of the worldsibeneficial to you to learn a new
language.

Self-Assessment Exercise

Distinguish between language acquisition and lagguearning.

4.0 CONCLUSION

The biological foundations of human acquisition &w®ining of language have shown
clearly that language is uniquely species-spedfttempt to replicate human form of
language in other species have failed woefully. itnman brain is so complex that its
power to process language remains a focus of stumliepsycholinguists. When the
criteria to show that human language is rootediotoy are closely scrutinized, it is

evident that just like a bird’s ability to fly arafish’s ability to swim, so also will the

human infant acquire language after the initiakiattion input has triggered the
language development properties.

5.0 SUMMARY

In this Unit, you were able to study that humamglaage has biological foundations.
You also learnt that some criteria are requirednioperly categorize language as
having a basis in biology. These criteria were aixigd in depth one after the other. A
further attempt was made to distinguish languaggliattion and language learning so
that you too can go ahead and learn a new langtidgdez vous Francais?”

6.0TUTOR MARKED ASSIGNMENT

What do we mean by language is species-specific?

Examine the criteria for the biological foundati@fdhuman language.
Explain the Nativist model of language acquisition.

Discuss the Critical Age Hypothesis (CAH).

Write short note on each of the following:

(a) Language Acquisition

(b) Language learning

AR A
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1.0 INTRODUCTION

In this unit, we will be examining the role of cagon in language acquisition and
language learning. We will look at the concept fitign’, and how it fashions and
refashions language behaviour. We shall look atiritexface between language and
thought and how one complements the other. Youapifireciate what goes on in the
human mind as children language acquisition proseggests a system of remarkable
complexity which has generated high degree of attenn psycholinguistics. What
happens when a person begins to acquire languagéere a black box or a mental
organ in what Chomsky (1965) referred to as Langusgfuisition Device (LAD)?

The Unit will give you an insight into children’sreative input into language

acquisition and language learning as novel uttestabelled ‘child grammar’ which

characterizes the cognitive and linguistic repeetoif the child will be discussed. The
cognitive process in language acquisition will lesaribed and we shall explain to
you psycholinguistic terms such as ‘competenc&fgrmance’ and ‘Mean Length of
Utterance’ (MLU).

2.0 OBJECTIVES
At the end of this Unit you should be able to destrate the following:

1. State the meaning of ‘cognition’.

2. Describe the relationship between language andgtitou

3. Discuss the cognitive process involved in languagppiisition and language
learning.

Appreciate the form of language behaviour in cleitdr

Explain the nature of language errors of languaggiiaers.

S
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3.0 MAIN CONTENT
3.1 General Overview

‘Cognition’ is the process involved in knowing @etact of knowing, which in its
completeness includes perception and judgment. iGogmvolves all processes of
consciousness by which knowledge is accumulateld asi@erceiving, recognizing,
conceiving and reasoning. It is one of the onlydsahat refer to the brain as well as
the mind (Encyclopaedia Britannica, 2010). Thidrd#bn underscores the
complexity involved in the role of cognition in lgmage acquisition and language
learning. While we do not know everything about hbw brain processes language,
much is known and much more is being discoveredtaibe mental faculty that
affects language intuition and perception.

Language is the centre of human existence andvitfeout it would be meaningless
and inconceivable. In this regard, therefore, cogmin language acquisition is one of
the most fascinating phases of human development.cdn imagine how life without

language would be.

Language acquisition remains a central topic inndoge science. Every theory tried
to explain it but it is still steeped in controwerd.anguage is essentially specie-
specific to man as all normal human beings speakgluage is the tool for thought
and both language and thought are interlinked.

Earlier theories look back at the total dependeoicéanguage on thought. Whorf
(1956) in the popular Whorfian hypothesis claimat tive categorise the world around
us through our particular language and that speatkedifferent languages perceive
the world in different ways. Rigorous researchegehaearly shown that such a view
IS an extreme position as far as cognition is covext because children can think
before they talk (Pinker, 1995).

The role of cognition in language acquisition amegduage learning affirms that
people think not only in words but also in imag8eme branches of linguistics like
semantics and pragmatics have also proved that indargguages are varied and
complex because one word can correspond to twatiteufor example ‘bow’ when
thinking about hunting is not usually confused witlow’ in a salutation posture
showing respect.

You will see that from the foregoing it is temptit@ confuse language and thought
because we verbalize our thought using languagereMer, there are individuals who
can think but cannot communicate through languddese are infants and people
who suffer from neurological disorder like languagepairment (aphasia). Any

thought can be conveyed in any human language.ra8@5) submits that general

intelligence is the system responsible for genegatihe language of thought and this
in turn is translated into speech by our linguisistem.

Babies are born with a biological structure, inghgda brain that is genetically
prepared to organize linguistic information. Allrhan languages close to 7000
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spoken in the world today though differ greatlytbe surface, are profoundly similar
in what psycholinguists term language universals.

A person’s ability to acquire and use a languagesinatural as their ability to walk or
a bird’s ability to fly. All languages have phongig morphology, syntax and a
lexicon. A person acquiring language possessesgigeumechanism, which allows
them to generate an infinite set of utterancesna%.i the house that jack built.”

(Fernandez & Cairns, 2011:54). This is a multi-lpgem beginning with: “This is the
farmer sowing his corn... that kept the cock thatwad in the morning” ...that

(children add new thoughts and ideas until theytgé¢he last line) “...that lay in the
house that jack built.”

Chomsky (1965) also claims that the child’s capatot generate this endless set of
sentences is because of Language Acquisition D€kB), a property of the child’s
brain that endows it with a predisposition for acdgg language. Please, note that this
is a type of in-built mechanism whereby input frim environment activates internal
processes that lead to acquisition of language.child uses this facility for language
acquisition - the outcome is grammar and lexicomeWthe environment provides
multiple linguistic stimuli, e.g. English and Yormbmore than one grammar and
lexicon will develop. Lukmon is a child whose matlteracts with in English while
the grandmother speaks Yoruba to the boy. At ageettne greets his mum in English
but says ‘E karo’ to the old woman. The child nawows intuitively that the language
behaviour of the two parents differs.

Secondly, child grammar never violates the univgysaciples of language. It follows
a pattern that is structure-dependent. Even wheadait utters a sentence the child
cognitively produces a child’s version of it e.gcaaegiver who says “this is a big blue
ball” was reported to get a response “blue balFafnadez & Cairns, 2011). This
study queries the wholesale role of imitation ingaage behaviour. Many studies
show a great deal of individual variation duringdaage acquisition and learning.

Self-Assessment Exercise

Explain the relationship between language and thbug

3.2 Language, Cognition and Language Development

The claim of the Chomskian School is not that hunb@mngs acquire language
without experience. Cognitive system requires emrrental input to trigger and
stimulate language development. Infants born deaihot develop their cognition
linguistically. They cannot experience speech; dfme, they possess no spoken
language. Language acquisition will not happen imagauum. The child requires
exposure and stimulation to formulate grammar aexicbn including all the
properties associated with human language.
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Children learn language that are governed by highbtle and abstract principles and
do so without explicit instruction. Language acgios is to a large extent dependent
on an innate, specie-specific module distinct frgemeral intelligence. Gleason and
Ratner (1993:9) speak of a human condition langbggguoting Bertrand Russel that
“no matter how eloquently a dog may bark, he canelbtyou his parents were poor
but honest”.

When children pick up a number of words spontanigoulsey combine them in a
structured sequence where every word has a deflige respect the word order of
the adult model and use them for a variety of psegoWe consciously know that a
sentence like: * “bites the dog man” cannot be exrbecause we possess an abstract
system of unconscious knowledge about the Englisguage. When people speak of
a red car it is the outside that is red, not the insideisTpresupposes that there is
nothing like a blank slate at birth. There is a dguaage Acquisition Device (LAD)
which triggers the child’s innateness to procelssguage and allows for creativity.

This sentence and the preceding paragraphs maylggobever have been produced
anywhere in the world before. The same is truenfach of what we say everyday in
so many places and contexts. Almost every sent@merson hears or says is a brand
new event not previously experienced but understatdtbut much difficulty.

You will realize now that a tacit knowledge of andmage is all we need to begin
functioning effortlessly in the use of such langelag/e sometimes know how to do
something without knowing explicitly how it happen&hen we eat, many do not
bother to know about the digestive system and ves pbotball without knowing
about the muscles involved in the shot that scargsal!

Self-Assessment Exercise

Discuss the role of cognition in language acquisitind learning.

3.3 The Cognitive Process

Psycholinguists are interested in the child’s lisga performance after the basic
sentences have been processed and put into astlal'is occurs when a sentence
stored in memory is combined with others to formwarsation and narratives. This is
termedlinguistic competence and performance.

When a child possesses the knowledge of the comp®oélanguage that pair sounds
with meanings, whereby the grammar and lexiconhef language is stored in its
brain, then we can talk of linguistic competenae Bog = Animal + 4 legs + barking.

Linguistic performance on the other hand is the wv$esuch stored linguistic
knowledge in actual processing of words during cahpnsion and production e.g.
“My brother is married to a dog.” (Figurative udedang’ — flirting is connoted here.)

The schema below represents the cognitive process:

86



Language Acquisition/Learning

Language Performance__|Cognition | Human Language

Language Comprehension

Figure 2:Schema showing the relationship between cognitrmhlanguage variables

Cognitive process could be described as the irdkirig relationship between the
language-related variables in the above schema.

It is, of course, worthwhile to talk about some y&4drs old preschoolers who talk of
scenes from pictures, respond to questions and desaoribe limited events. An

intriguing example is the writer’s child’s report @ friend who slapped him during a
play session. Instead of using the word ‘slapl dormant in his linguistic domain, he

said “Ibrahim do like this” by repeatedly tappinigniself on the cheek. This shows the
dexterity and spontaneity in the cognitive process.

Children around 12 months attain one-word stagenvaiigect naming develops (food,
eye, nose, ball, toy, etc.). The child’s first wordmains controversial. Male
chauvinists among the Yoruba claim that a child'st futterance is ‘ba-ba’ meaning
(father). This is debatable as the mother-childranttion at this stage is so crucial that
many children are inclined to saying ‘Ma-ma’ (mafheé\ction words like ‘so’ ‘bia’
‘wa’ in the three major Nigerian languages, whicham ‘come’ engage the linguistic
repertoire of the child. Even modifiers like ‘albige’, ‘more’, ‘finish’, ‘dirty’, ‘pupu’,
etc. are used. Here, they take umbrella or comgiasension as in ‘all gone food’,
‘more more water’, ‘finish bread,” ‘dirty dirty bah ‘pupu pupu sister’, etc . You can
now appreciate better how the popular advertisenerielevision stations across
Nigeria about “shaky shaky daddy” where the 3yed-child describes the father’s
condition who just suffered from a bout of fevemes to mind here. At this stage,
one word covers many expressions. The child usék’ ‘o say ‘give me milk’, ‘milk
has finished’, ‘I've spilled my milk’, etc.

Surakat (2009) gives an insight into a Nigeriarsph®oler’s cognitive process in her
acquisition of English at age 47-62 months. In wattermedpedolinguisticgchild
language studies), audio and video data of a ctalthedMana were recorded and
analyzed. Sample utterancesMénainclude: ‘I say | go come back’ when asked for
the whereabouts of the auntie. * “It is paiming nfguching her mouth) when asked
what is wrong with her. When Mana scribbled on pgpashe explained ‘I laite peibi
like this’ to mean (I draw baby like this).Our cemo here is that intelligibility is
possible in the cognitive process of a child adggitanguage. The data also shows
that children engage in phonological sound rediistion e.g. *| want to hear my
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noise instead of voice’ when a tape recorder was demonstrated for hermiRgi
instead of ‘paining’ ‘peibi’ (baby) ‘lait’ (like) anytin’ (anything) ‘stomas’ (stomach)

At the morphological, syntactic and semantic leyval®t of creativity was noticed:
*Mummy has spoil my toy (absence of tense marker)
*Dupe has finish his food (absence of tense gendeker)
*He goed away (inadequate knowledge of irregulabse
*She have two bag (plural morpheme marker’'s’ ahsent

With age and cognitive maturity, children tend taster the correct forms. But at their
level, communication still goes on all the samesHould be noted that even adult
learners of a second language in the Nigeriamgettiake such mistakes like the ones
described above because of the morpho-syntacteerpaif the target language e.qg.
*house big’ from a Yoruba/English bilingual becaus Yoruba, the modifier is post
posed ; that is, it comes after the noun ‘ile niafike English which is pre-posed (big
house). At the semantic level, we also have cakes*isweet stories’ instead of
‘interesting stories’.

Moreover, a useful index of language developmewbgnition is the Mean Length of
Utterance (MLU). This is computed by adding boundl gree morphemes in a
language sample. There is a high degree of caoelaf MLU and age because the
child’s sentences become longer with age. The 'shildbrking memory allows the
child to plan and execute longer sentences. Sewttalances are considered and
calculated based on the number of individual monpde in each utterance. Let us
take a particular child who may say the following:

() I+ like+ toy = 3 morphemes
(i)  Mummy+ like +s+ to+ sing =5
(i)  Give+ me+ food = 3 morphemes

These morphemes give a total of 11 which you cam digide by the total number of
utterances. These are three. 11/3 = 3.2. MLU = 3.2

Normal children may differ by a year or more inithrate of language development
but the stages they pass seem generally the sasp#edearied exposure. The role of
cognition is natural and developmental in languacguisition as all children progress
through similar milestones in a similar fashion.

The general trend in the cognitive process of &shacquisition of language could
not explain fully how children succeed. The role aafgnition is so complex that
psycholinguists agree that more studies are redjutce fully comprehend the
phenomenon of language acquisition and learning.

Self-Assessment Exercise

What cognitive processes are involved in the ugafiédx of language?
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4.0 CONCLUSION

The role of cognition in language acquisition agarhing has enabled us to appreciate
how psycholinguistics tries to explain the compiesi of language behaviour as well
as the psychological mechanisms responsible fon.ttwe now know that a child’s
production of speech is not a blind imitation o thdult model. There is a recursive
structure in the acquirer’s sentence that can géman infinite set of utterances. As a
child increases in age and maturity, the cognitexesl increases significantly. The
linguistic system also seems to work so seamlessly the rest of the cognitive
architecture.

5.0 SUMMARY

In this unit, attempt has been made to explainrtile of cognition in language
acquisition and learning we tried to show that égd&hmind at birth is not a linguistic
tabula rasa (blank slate) and that children posisesde capacity for language. You
have also seen how the interrelationship betweeguiage and thought is brought to
the fore with the underpinning that language isoal for thought and not totally
dependent on it.

You have also learnt that the environment in whachkhild acquires language also
plays a crucial role in the cognitive process afgiaage as they require sufficient
linguistic stimulation to perform optimally in langge proficiency.

6.0 TUTOR MARKED ASSIGNMENT

1. Discuss the role of limitation in language acquositand learning.
2. What role does environment play in language beha?io

3. Distinguish between linguistic competence and parémce.

4. Describe the nature of language errors of langaageairers.

5. Explain the Mean Length of Utterance (MLU) in laage development.
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1.0 INTRODUCTION

This Unit will be pre-occupied with the discussiohcaregiver language. You will
learn about who a caregiver is and their role ngleage acquisition of the infant. This
Unit will explain that the interactions childrenvgawith caregivers in their early years
will profoundly affect their language behaviour adevelopment. From the time a
child is born, they are highly motivated, curiouslaapable learners as they explore
their surroundings cognitively and linguistically.is the caregiver’s duty to provide
the required motivation that will encourage theanmtf to develop optimally his
aptitude for speech. When the caregiver providéseat-free relationship, the young
learner will feel free to key in into all aspectsgyoowth and development.

When you realize that language competence is onethef most amazing
developmental accomplishments of early childhobdntan examination of caregiver
language will not be out of place.

2.0 OBJECTIVES
At the end of this Unit, you should be able to ke following:

Define what is meant by a caregiver.

State the role of caregiver in language acquisition

Explain the importance of caregiver language.

Describe some features and characteristics of marelgnguage.
Exemplify some utterances of Child Directed SpegihS).

A A

3.0MAIN CONTENT
3.1 General Overview

Language development in children remains an importmilestone of their
personality. Caregiver language has been obsenvathny languages of the world to
be a necessary aspect of the emotional, sociat@guitive development in the child’s
ecology. It thus impacts on children’s languageefigyment in significant ways. The
World Health Organization (2004) explains that “therd caregiverdenotes people
who look after infants or young children”. This rteris preferred because many
young children are not looked
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after by their biological mothers. In the Nigerieommunal setting, the care of young
children is not limited to a person or a child’stural parents. There are many
caregivers as relatives, siblings and friends attiyparticipate in taking care of the
young ones. When it is time for the child to acguanguage, it is tied up closely with
the child’s experience in relation to the caregividre linguistic exposure emanating
from the interaction between the child and the giaer is termedaregiver language.
Long before the child is able to speak, the caexgittributes meanings to the
utterances, gestures and actions of the infantsrasgpionds accordingly. It is the
caregiver’'s concern to extend and complement tiid slinguistic capabilities.

Caregiver language has been described in varioys wepending on the focus and
the function being emphasized. Wikipedia (2012)l&xg that the term “baby talk”
could be used invariably to mean caretaker speecharegiver language. Other
definitions include Infant Directed Speech (IDS)il@-Directed Speech (CDS) and
informally as ‘motherese’. This is a language moa-standard form used by adults in
talking to toddlers and infants. In other wordsiecgver language could be described
as a universally understood kind of language whgHhashioned for an efficient
communication between adult and infant. Have youcked a child less than two
years being addressed by a caregiver? Perhapsoywseyf have tried to cajole, pet or
entice a child using baby talk in a way to getitlad¢iention. You will observe that you
need to relax your pattern of speech and delivam & cooing manner, with raised
intonation characterized by simple words and exgoes. Through caregiver
language, a child increases the pace of languageisition because such language
has been shown to be more effective in getting ié&d’shattention. As children
continue to grow, parents who are natural caregiwslapt their speech to suit the
child’s growing linguistic skills.

You need to take note that when a caregiver giesgansive care and encouragement
to the infant, they are ready to develop more darfce and joy in acquiring
language. A linguistically deprived child will seffin their ability to learn a language
with reasonable proficiency. Here, you will rectdile popular classic Oliver Twist,
who was raised in an orphanage without much atiecind care. When he dared to
ask for more after exhausting his ration of food, vias seriously beaten. Such a
hostile attitude of care giving will stifle whatevenguistic creativity a child acquiring
language may possess. Basic communication and dgegdevelopment skills are
very critical and they lay the foundation for vdrbptitude of toddlers. Nicholas et al
(2001) report that the average child from a fanafyprofessionals learn 11 million
words per year; a child from a working class fantigars 6 million words per year
and a child from a family receiving welfare benghiears 3 million words per year.

The implication here is that the caregiver langualgiine last set has suffered a deficit
which will take those children a long time to reggometimes the gap is so wide that
it is less likely for these children to ever catghwith their more advantageous peers.

It is obvious from the illustration above that gddnguage development is sequel to
the quality of the social interaction a child hathwthe caregiver and other peers in his
life. Talking to children could be seen as fundatakio language development
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because it opens the door for the child to buitdrthnguistic proficiency so that they
can independently create their own sentences.

Caregivers often engage in Infant Directed SpeHa8)(during gestures and mimicry.
The speech is characterized by demonstration gaditieusness so that the infant can
recognize the necessary requirements for discayeystematic association between
sounds and reference (Smith &Yu, 2008).

Vocabulary and gestural social interaction betwesmegiver and the child is a way to
establish better attention and eventual developnoéntanguage. The moment a
caregiver recognizes that a child is respondinghtar voices by kicking, jerking,
cooing and gurgles, they begin taking turns with ¢hild. The caregiver talks, pauses
for the child to respond, then speaks again.

Karmiloff and Karmiloff-Smith (2001:48) note thahdse ‘conversations’ that are
initially one-sided linguistically may actually cstitute an important preparation for
taking part in later dialogue when the toddler viaé# capable of using language to
replace the primitive kicks and gurgles.

Self-Assessment Exercise
Describe the role of caregiver in language devekamm
3.2 The Importance of Caregiver Language

You will realise that the role of caregiver langaag the language development of a
child can not be overemphasised. In this respeztheed to discuss the importance of
caregiver language. This is to underscore the @mséhat there is a close relationship
between a child acquiring language and their caeggi

Firstly, caregiver language forms an important paithe emotional bonding between
parent and child so as to help the child acquieeldinguage without inhibition. Since
studies have shown that Infant Directed Speech)(iB$nost preferred by children,
caregivers resort to it to further cement theiatiehship with children under their
care.

Secondly, caregiver language enables childrendk wiords faster than usual. Have
you ever wondered how a child with a Mean Lengtitytérance (MLU) of 3.2 at 15
months old suddenly began to produce full senteaoéscountless number of words
after a few years later? Mark (2009) asserts titdhé age of four months, infants are
able to discriminate sounds and even read lips.d¥ew by the time a child reaches
age three, he or she will have a vocabulary of @pprately 3,000 words.

Moreover, the use of caregiver language ensure® rattention on the part of the
acquirer. When the caregiver interacts in a sloaret more repetitive tone than the
one he used in the regular conversation, the aegratwareness of the child is better
enhanced thus sharpening linguistic proficiency.

Caregiver language also triggers off the onset p&esh, while contributing to a
regular and more stable pattern for language dpuant. It equally serves as a
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powerful tool in providing a base for language asijon. The caregiver-child
interaction enables the infant to apply the prilespinvolved to formulate larger
words and sentences as they learn to process lgagua

Studies also reveal that caregiver language ineseas child’s worth in social
partnership. The social situations in which annbfand other peers share the same
focus on an object will be rewarding enough to hdmem for better interaction.
Karoly et al (2005) argue that language and litgracquisition happens best in the
context of caring and attentive relationship whigtariably influence other critical
components of language development: expressiveutajgg receptive language and
social engagement.

The mental development of infants can be aidedutiitothe use of caregiver

language. This occurs when they process word famasthey remember those words
when they need to recall them in future. When dasgdanguage is used as a priming
tool by the children to recognize the faces of gmers especially when speeches
directed at them are accompanied with smiles aihdly gestural postures, their

mental awareness increases. Child Directed Spé&&loB) teaches the child the basic
structure and functions of language. As the caergigsponds to the infant’'s babble
with meaningless murmurs, the child’s cognitive ssedevelops. Though no logical

meaning is attached, the verbal and emotional antem shows the bidirectional

nature of speech and the importance of feedbackdFd; 1991).

Karoly et al (2005) emphasize that caregivers shoubdel effective interactions and
practise basic communication skillsotice, comment and invit&hey should notice
what the child is interested in, comment on theecbpr activity of interest and invite
the child to think and talk about it. When the ggver demonstrates such an engaging
interest in what appeals to the child, the chifdi§ learning to be fun. We, therefore,
realize that caregivers language provides childvigh the clues needed to help them
develop their own language skills. Through childedted speech (CDS) children are
given the linguistic tools to help them identifyusals, syllables and finally words and
sentences.

Self-Assessment Exercise

Explain the importance of caregiver language.

3.3 The Features and Characteristics of Caregiver Laggu

Child Directed Speech (CDS) or Caregiver Languageharacterised by shortening or
simplifying of words. Children like to imitate adsiland by so doing love to do things
repeatedly. Elgin (2000) reports that children hdgiproduce familiar sounds of their
social environment during language acquisition. 8avh you will recall that basic
sounds like ‘ma’, ‘da’, ‘ba’, ‘fa’, are noticeablsn the early life of the infant.
Celebration and approbation will greet the chilig’st utterance of ‘mama’ or ‘baba’.
Spender (2006) gives an insight into the charasttesi of the caregiver language.
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. Lowered speech tempo. This is to create a friendlwersational tone that
appeals more to the child for bonding and intinstention.

. Clearer articulation. The caregiver should enuecibis word to give a
model for the child to imitate.

. Higher pitch. This equally secures the child’s @iten as he can get easily
distracted.

. Nouns are used instead of pronouns. Karmiloff & ridéwff-Smith (2001)
exemplify in their studies of a caregiver who iaigs with a child as
follows:

“Aren’t you a nice baby?”

“Good GIRL, drink all your Milk.”

“Look, look Doggie. Did you see the Doggie?”

The caregiver makes sure that the child understahdsand what is being
referred to. They therefore use proper names idsieparonouns: They also
make use of basic vocabulary to encourage the tilearn easily.

. Concrete references to here and now. The caregiasms this by
emphasizing new information through gestures andotetrations. They
call the children’s attention in a way to give thepecial focus e.g. “Look
at daddy. He is eating ba-Na-na.” The syllabic pramation of banana is
deliberate to give a child another vocabulary.

. Use of simple sentence structure. This is a ceffigaiure of caregiver
language as Child-Directed-Speech must be devoidngf complication.
Instead of the caregiver to say “let's go home” wgeially get expressions
like “Go bye bye.”

. Few incomplete sentences. This is the caregivde sty following the
child’s pattern of behaviour. Since Child-Direct8deech reflects
developmental nature from one word to two and latesentence level, it is
desirable for the caregiver to encourage the nafloev of the child’'s
language behaviour. Fernald (1991) reports thatgbeer language may
skip out small words by imitating young childrenavban make little sense
of sentence composition, such as “to” “at” “my” *sand ‘as’ and articles
(the, a ,an). A sentence like ‘1 want you to plagul ball’ may become
‘Daddy wants Dayo to play ball.

. Many Repetitions. Children are gifted imitators.eirhcuriosity to learn is
well-endowed such that when a caregiver does amyththe inquisitive
child imitates them. This facility can best be us@danguage development
when caregivers frequently repeat words and seesenc sharpen the
child’s acquisition of language. For example, atasece like: “that’'s a bag,
Alaba” could be repeated by a follow up “yes, iai®ag” until the child’s
response is deemed positive by the caregiver.

. Spenader (2006) also describes some features eficar language from
one word stage to sentence level. During the onelvgtage, the child
indulges in overextension by generalizing a worappropriately to other
objects with similar characteristics as in ‘daddged to refer to all men and
‘doggy’ referring to animals on four legs. The infaat the same time
indulges in over-restriction by using a word ondy & very specific instance

7 %
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of the usage as in ‘muffin’ for ‘blackberry muffinDuring the two-word

stage, words are strung together as in ‘all bradetone’ ‘all gone’, ‘want

food’, ‘want ball' ‘mama take’. Shortly after thishe child graduates to
telegraphic speech which is the onset of the seatdevel. Expressions
such as ‘see ball mama’ ‘Push door open’ ‘Goodghinok’, etc. dominate
the speech repertoire of the child. Please notetlileacaregiver will always
attempt to guide the child to produce meaningfulenainces but the
development stage of the child will determine hog rhoves from one
caregiver language stage to another. The follovargmplifies a typical

rapport between a caregiver and a child.

Caregiver Child

Pupu pupu Ade Pupu Ade

You are a good boy good boy

| want to pee pee Peepee

Eat eat food food

Drink, drink your water Water/drink water
Take; take your toy take toy

Bring, bring your ball bring ball

An interesting feature of the caregiver languagthéssinging of lullabies and play-
songs to convey meaning that is emotional rathan thnguistic. However, the
acoustic aspects of lullabies are significant ehotg assist the child language
development. A caregiver in the Yoruba Nigerianisgtoften sings as follows:

Omo ta lonsukun o whose child is crying

Omo Ibiloye ni It is Ibiloye’s child.

Ode mi mo koto Someone caged me.

O so mi di adie He treats me like a fowl.
Mo bo mo de I’'m around, I’'m here.

The maternal vocalizations above soothe, tickle @ed the child to stop crying and
at the same time increase linguistic awarenessalgpcand poetically. Some
caregivers substitute a particular word in a sergemith a sound that gives the sense
of the word being discussed. Instead of ‘look &t thm’ you can hear ‘look at meh
meh’ which is the sound the animal makes. Durirggdallah festival, many children
are thrilled to see many rams being pulled aroumdl you often hear “mummy see
meh meh’. The onomatopoeic nature of these wontpldies the language for the
infants. These could also be found as ‘moo ‘mo@ tow and ‘baa’*baa’ for sheep.

Pinker (1994) talks of semantic mapping wherebwnitd could infer the semantic
meaning of syntactic categories from the contextlich they are heard. For example
in a sentence like “the man is patting the cat’e tthild should be able to

conceptualize what ‘man’ and ‘cat’ mean before lan @nalyze the sentence
grammatically when this is seen in action as dennatesl by the caregiver. Please
note that caregiver language is perceived bothallisand aurally by the infants. The

essence is to assist the child to know that ‘paans caressing a part of the animal’'s

96



body. He would then be able to know that ‘pat isaasitive verb which requires a
direct object.

A caregiver may also use language to signal appsaad prohibitions. The mother
may praise the child raising her voice ‘bravo’ ‘goooy’ ‘brave’ to express positive
feelings by rewarding and encouraging the chilce 8hght also use a deep sound to
interrupt and prohibit some bad behaviour displaygthe infant.

Kayami (2001) looks at structure of the caregivamrguage by describing some as
having short and grammatically correct sentenceaniples include:

All dry. All wet

I sit. | shut. No bed

See baby. See pretty
More food. More hot

Mail come. Airplane gone
Bye Bye car. Papa away.

In the same vein Phillips (1973) see Kayami (20@ies an insight into the
vocabulary of the caregiver language in a compendithis includes:

Blankie (Blanket)

Dada (dad, daddy)
Din din (dinner)

Peepee (Urinate, penis)
Poo poo (defecate)
Potty (toilet)

Sissy (sister)

Tummy (stomach)
Wawa (water)

Wee wee (urinate)

Diminutives include:

Horsey - Horse
Kitty - Cat, Kitten
Doggy - Dog

Milky - Milk

Self-Assessment Exercise:
lllustrate with examples the features and charaties of caregiver language.
4.0 CONCLUSION

The foregoing has demonstrated the importancerefgoger language in the language
behaviour of the child. We have tried to explairattlibasic communication and
language development skills are a crucial part g foundation for language
production which should be formed in the early eigreces of an infant. It is these
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first building blocks of language that will strehgh the child’'s experience as a
communication partner in their cognitive, sociatl@motional realities.Caregivers are
enjoined to create a linguistically stimulating gomment to nurture the onset of
language by positive interaction and reinforcemianbugh Child Directed Speech
(CDS). In this way children discover easier lingigipatterns and begin to understand
word order which later manifests into a deeper wstdading of sentence as a whole.

5.0 SUMMARY

In this unit, you learnt that caregiver languagecigcial in the child’s language
acquisition process. You also learnt that ChildeDied Speech (CDS) is used by the
caregiver to enable the child to process word foamd remember words when asked
to recall them in the future. Caregiver languagke f@bies pick up words faster and
secure more attention so that they can learn tlséc danctions and structure of
language. When positive interaction occurs betwibercaregiver and the child, it will
be possible to attain high cognitive developmenthiciv enhance linguistic
competence.

6.0TUTOR-MARKED ASSIGNMENT

What is caregiver language?

Explain the importance of caregiver language.

Examine the features and characteristics of caged@nguage.
Discuss the role of interaction in Child Directgagegch (CDS).
Provide 10 example of ‘baby talk’ in your own laage.

oo
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1.0 INTRODUCTION

In this unit, we shall look at Phonology, Syntaxd &emantics as an integral part of
language development. One of the main concernsyfH®linguistics is to determine
what knowledge of language is needed for us to laeguage and identify the
cognitive processes involved in the ordinary uséanfjuage. You will realise that a
look at the three broad areas of language knowledljeassist us to understand the
iIssues in language processing and production. Fbgyas an area in language study
which deals with the system of sounds in a paricldnguage while syntax looks at
the grammatical arrangement of words within sergen&Semantics, examines the
lexical components that form the meanings of wa@ndd sentences. Each of these is
associated with language development is peculsgiyificant ways in humans.

2.00BJECTIVES
At the end of this Unit, you should be able to:

1. explain phonology, syntax and semantics and tleétionship with one
another in language development

describe the organs of speech that aid languagsajevent

state the place and manner of articulation of soomsonant sounds
appreciate syntactic relationship of sentenceanguage development
explain semantics and the levels of meaning

abkowd

3.0MAIN CONTENT
3.1General Overview

Phonology is used to refer to the sounds and ttomation patterns associated with
spoken language. For typically developing childreensitivity to language form
originates in the womb. Golinkoff and Hirshpasel@q9Q) reveal that the growing
foetus can hear a number of sounds generated imdkiger’'s abdomen. As a result of
this, infants at birth are already familiar withns® of the phonology of their language
including its intonation patterns. Young infante able to discriminate between most
of the sounds that are used in language, incluthonge in language to which they
have never been exposed.
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By about six to seven months a child develops laggtlike sounds calleolabbling.
These are consonant sounds and vowel syllablestaay. dada, mama. Though,
babbling seems meaningless it is a significantstolee in phonological development
of the child’s language. Infants’ ability to he&eir own vocalization and those of the
people around them become increasingly importarggeech production.

Phonology is the study of the sound system of laggu Perhaps you already know
the root word ‘phone’ from telephone meaning (caugysound). Other words like
microphone, gramophone and xylophone are all mtlabesound producing items.
Phonology will, therefore, be looking at the anatahand physiological aspects of
sound production.

Psycholinguists have described man as the onlgudéate mammal because he has the
apparatus to make the sounds of speech. We leapetak without knowing much
about those organs. However, researchers have showdetailed understanding of
how human body produces the sounds of speech.dnobbgy, we can see how our
lungs breathe out air, produce vibrations in thigna and with the use of the tongue,
teeth and lips, we modify the sounds that transtdtespeech as shown below:

i3
yAS

7 nasal cavity

hrard palate

alvealar
ridge
teeth
tip
hlade
front

hack

windpipe nes$wagus

Image credit: Moore (2001)

Snyder and Anderson (2010) hold that speech isméel system of communication
requiring the coordinated use of voice, articulstand language skills. Although
many animals are physiologically able to use theevfor communication and convey
a wide range of simple messages to other of tlpsciss, only humans are able to
produce true speech. In a broad sense, speechadsysyous with language.

Roach (1983) argues for the importance of phonolodgnguage study. It gives us an
insight into how the human mind works because asnaard is his bond. It also
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enables the learner to hear and correct mistaksscin a language while giving us the
opportunities to teach the pronunciation of theyleage to others.

In studying the phonology of any language, we nmax@mine the structure of the
segmental phonemes and how they are brought tagatheneaningful sound units
through which the grammar of the language is ptege¢Jolayemi, 2006).

Let us examine these two sentences:

1. The catis under the chair.
2. The hat is under the chair.

You notice that the phonemes /k/ and/h/have altéhedmeaning ascribed to the
sentences. These sounds having been realized edifiigr phonologically, have
conveyed different meanings.

Daniel (2011) submits that /t/ can be realized \agpiration, that is, puff of air, in the
initial position of a stressed, syllable as in &aput lateralized when followed by a
lateral sound as in ‘kettle’. However, it is nasall when close to a nasal sound as in
‘kitten’.

In the consideration of syntax, we study the rtited govern the ways in which words
are strung together to form phrases, clauses andrszes. Radford (2004) reports that
syntax is a word which comes from the Greek. It msegoining of several things
together.” Later, grammarians adopt it to refertiiose principles and rules which
teach us to put words together so as to form seeserFor example: “Chike goes to
school” is a sentence that abides by the syntatticture of English. To say,

**School to Chike goes” will be unacceptable.

A basic sentence in English contains a subjectaapiedicate. Something or someone
which the sentence is talking about is calledsiigiect. Therefore Chike is the subject
of our sentence above. The predicate contains ndbon about someone or
something, that is the subject. In the sentenceeltbe expression “goes to school”
say something about Chike. It is the predicateotlmer words, the predicate of a
sentence is what remains of the sentence aftesubject is taken away. Syntax goes
further to talk about grammatical categories calbedts of speech. These include;
Nouns, adjectives, pronouns, verbs, adverbs, pitepos conjunctions and
interjections.

Semantics deals with the study of meaning of waordl sentences in a systematic and
objective way. It is a complex concept because mmgahas different perspectives.

The old adage of “one man” food is another manis@o has a basis in semantics.
To spit on someone is derogatory in some culturgstiie meaning ascribed to it

among some African cultures is that elders blesplpewhen they pray for them by

using spit to zeal the prayer.

There are levels of meaning in semantics which lslgo categorize them in their
proper perspectives. We have conceptual meaningwgives the ordinary
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interpretation of word. Secondly, there is connieéatneaning which gives additional
interpretation to the word expressed.

Self-Assessment Exercise

Explain the relationship between phonology, symtad semantics in human language
development.

3.2THE SPEECH PHENOMENON

When we speak, we make use of pulmonic egressivélas is the airstream moving

out of our lungs. When such air is expelled; souads produced and translated to
speech. Sometimes, when we pause to breathe isibyg ingressive air, we can only
produce quiet speech which is unclear to our lsten

A young child acquiring language may not producacély the same sound used by
adults, not because they are not of the correatdsbut because their speech organs
have not developed fully. They cannot fully contiioé flow of egressive air so that
they will continue speaking rather than purse briehile drawing more air.

Moore (2001) exemplifies that children may notarate a word in full or exactly,
they can recognise it as an incomplete or mistd@en when an adult says/repeats it
back to them.

Adult What do you want to be when you grow up?
Child: A dowboy.
Adult: So, you want to be a dowboy.

Note here that ‘cowboy’, which contains a consoremind/k/ is understood by the
child to be the correct thing to say but the spesglans are not ripe enough to realize
the sound.

A brief discussion of what goes on in the productd speech sounds will be made
here. This involves the articulation of vowels @othisonant sounds.

English has 12 vowel sounds which are divided s#een short vowels and five long
vowels. Vowels are described according to wherepttogluction takes places. This
could be front, central or back of the mouth andethbr the lips are rounded or
spread.

The front vowels are: /i: / as in: seek /si:k/, chéyai:d/
/il as in: sick /sik/, wit /wit/
/el as in:bet/bet/ net /bet/
leelas in: cat /keet/ man /maen/
Central vowels are 4/ as in: search dsy/ girl/go: I/

/ol as in: teacher Hifa/, clever /klew/
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In [asin: but/d t/ gut /gnt/

Back vowels air  /u: /as in: cool /ku:l/ blue /blu:/
fu/as in: full /ful/ pull /pul/
/>: [asin: fought A:t/ court /k:t/
/o [ as in: cot /kt/ dog /abg/
la: ] asin: car/ka:/ far /fa:/

This could be diagrammatised thus:

Front Centra Back
High I u u:
Mid € 2 2 5:
Low e A b a.

Adapted from Moore (2001)

In the production of consonant sounds, there isrotison of the airstream, which
could be partial or total as in /f/ and /p/ respesy.

Here, you will need a mirror to see in your mouttwhyou realise these two sounds.
When /p/ is produced, the flow of air is obstrucbsdthe lips but a different situation
access when/f/ is produced. This is due to the taat the flow of air is partially
obstructed by the contact of the lower lip andupper teeth.

In the phonological classification of consonantratsy three factors are put into
consideration:

1. The place of articulation: This refers to the pamthe vocal tract where the air
is interrupted for the articulation of a particutamsonant sound.

2. Manner of Articulation: This is described according the degree of
obstruction of the air stream whether total oripart

3. State of Glottis: It is used to show a voiced oicetess sound. When there is
vibration, the consonant sound is voiced and wlinenetis no vibration it is
voiceless.
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The places of articulation in the production of somants are:

Term Description

1. Bilabial Involving two lips as in /b/
Ip/, Im/ (buy, pie,my).

2 Labio-dental Lower lip and upper front
teeth/f/, Iv/ (fun, voodoo).

3. Dental Tip of tongue with incisors
16/, 18/ (think, though).

4 Alveolar Tongue tip and alveolar
ridge /t/, /d/ (tie, dye).

5. Palato alveolar | Front part of tongue raised
towards the hard palate /,
/d3/ (share and jump).

6. Velar Back of tongue against sqft
palate /k/, /g/ (cut, go).

7. Glottal Air passes through glottis
/n/ (heave, hug).

The manners of articulation are described in trag.w

Termr Descriptiot

1. | Plosive /bl, Ip/ total obstruction of a

2. | Affricate ksl la3/ release of air is gradual
in the air stream partially
obstructed.

3. | Nasal Air flow through the nasal
cavity /m/, In/.

4. | Fricative Articulators obstruct the flow
of air partially with a frictional
noise /h/, Irl.

The state of the Glottis refers to the vocal cosdsation when the sounds are
produced. This could be voiced or voiceless asaixgtl above:/b/ and /d/are voiced
while /p/ and /t/ are voiceless.

You can see from the above that phonology enaldeto udetermine the phonetic
realization of sounds of a language in the actymesh. With the use of the

articulators, speech sounds become the words oflahguage. The articulation

mechanism comprises the lips, tongue, teeth, palatejaw. Speech is produced by
the interruption or shaping of the vocalized andagalised airstream through the
movement of the organs of speech. And the acquisitr learning of the sounds of
speech of a given language plays an importantimdeEnguage development.
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3.3 Syntax and Semantics
3.3.1Syntax

Syntax is taken from a Greek word ‘arrange togéthers the study of those rules

that govern the ways in which words are arrangedotan phrases clauses and
sentences. Chomsky (1965)'s famous sentence “deksurgreen ideas sleep
furiously” though grammatically correct but mearigss is used to demonstrate that
the rules governing syntax are distinct from thadsoconveyed (Radford 2009). In

the same vein, Lewis Carroll's poem ‘Jabberwoclontains lines like:

The blithy toves did gyre and gimble.
The blithy toves karulized elastically.

The way words are strung together is English-likeere though the words are
nonsensical. We however know that the syntax ofliEimgyill realize ‘toves’ as plural
‘gyre’ ‘gimble and ‘karulized’ as verb and ‘elasdlty’ as adverb. When the string is
altered, the syntactic order will not be English.

In linguistics, you are, therefore, expected to dde to identify each of the
constituents in the sentences and to say what @matéigbelongs and the function it
serves. These constituents are called word orddigsh are combined together to
make sentences.

In English, the general word order is Subject V@liject (SVO) though this varies
from language to language. A sentence like:

The boy hit  the girl
Subject Verb Object
If you reverse the word orderto SOV

**The girl boy hit the”, the sentence will contrawe the syntactic pattern of English
and therefore not acceptable.

A typical sentence in the English language consistssubject and a predicate. While
the subject is mostly realized by a noun phrase,pitedicate is realized by a verb
phrase, e.g.

1. The man (NP) became a doctor. (VP)
2. Her son (NP) speaks Hausa very well. (VP)

Grammatical categories, word class or parts of dpege also identifiable in the
English language. These are:

1. Nouns: which names a person, place, things oraddausually preceded by
articles. (Alaba, dog, Lagos, beauty, etc.)

2. Adjectives describe the attributes or qualities@dins, e.g. great, poor, slow,
powerful, etc.
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3. Pronouns: The prefix in pronoun ‘pro’ means ‘foNe can therefore refer to
pronoun as a word used instead of noun. When a moused repeatedly, it
becomes monotonous. Pronouns are used insteade &@hesl, you, she, he,
they, etc.

4. The verb: - The verb is derived from a Latin woxetrbrum’ (a word). No
sentence can be complete without a finite verhs Itegarded as the most
important of the word classes. It is an action wardl other word revolve
around it e.g. drew, jump, see, etc.

5. The Adverb: This is a modifier which gives moreamhation or meaning
about other parts of speech e.g. He talks slowlgrwprovoked. (greatly,
wonderfully, etc.)

6. Preposition: This is a word used to show the rehethip between nouns or
pronouns and other words that they precede in see$e e.g. The book is on
the table. (Under, beside etc.)

7. The conjunction: This is a word that links or joimg words, phrases, clauses
or sentence e.g. food and drinks.

8. The interjection: it is an expression of stronglifeg or fear, pity or sorrow.
Sentences which contain interjections are callecla@xatory sentences e.g.
What a pity! My goodness! Hurrah!

The acquisition or learning of the syntactiles and pattern of usage of syntactic
structures of a given language also plays an iraporble in language development.

3.3.2Semantics

Semantics, derived from a Greek word ‘semantide gtudy of meaning),. focuses on
the relationship between signifiers and what thégng for (cf. Kearns 2000,
Wikipedia 2012,). Linguistic semantics is the studfy meaning that is used to
understand human experience through language. Tikeirgerconnection between
semantics and other fields of language studies bkatax, morphology and
phonology. Within the purview of meaning, soundscidl expressions and body
language have semantic content with different ioggions.

The meaning of a word cannot be derived from tphysical properties but it could
be derived from relationship with other words, ¢hg term ‘dog’ in English signifies,
Animal +4 legs + barking but this holds true beeaiiss conventional and acceptable
to speakers of English. In Yoruba ‘dog’ is namej@d’:aThe question arises “what is
doglike about dog? In other parts of the world, gjedoear names derogatory in our
milieu. A former American president called Mr. Busias at home with such a name
but this will be frowned at in many African cultsrevhere they believe that names
have psychic implications. Shakespeare once quefvethat is in a name? A rose
called by any other name will smell as sweet.”

Fillip (2012) remarks that semantics is the stuflgneaning expressed by element of a
language characterizable as a symbolic elemenbufir Phonology and syntax, we

learn the expressive power of language, but sepsstudies the meaning of what is
expressed by giving the correct interpretation.

Ogbulogo (2004) submits that semantics is assatiatth different issues related to
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meaning including naming, concepts, sense andereter While ascribing labels and
names for words because they are concrete, théepmalif explaining abstract ideas
will arise. You can see here that meanings are &aagcribe to ‘bag’, ‘table’ than to
‘love’ and ‘greatness’. These are difficult to exipl. When you check your dictionary
you will see different shades of meaning e.g. b@alking money), bank (river side),
and bow (showing respect) bow (device for shootimgw).

Levels of meaning: In semantics, you need to krtmat meanings are also conceptual
or connotative:

1. Conceptual meaning is the primary or denotativermmgpof a word. This is
the lexical entry you will see in your dictionary.is not affected by the
context or emotional overtones reflected in thesratice. In conceptual
meaning, there is a general acceptability of whatterm stands for. ‘Man’
could be signified as Human + male + adult and “woinis signified as
Human + female + adult.

2. Connotative meaning: refers to how conceptual nmeams coloured to
assume a higher meaning different from its ordirsanyse.

Alebiosu and Jimoh (2012) exemplify that “my bratie married to a pig” connotes
‘a dirty wife’, and “the company will fire any lazworkers” connotes ‘sack or
dismissal’. The language of advertisement is flk@annotations. An advertisement in
a fuel station which says“put a tiger in your tagdt the attention of more customers
than that which says “happy motoring and fast istgit

Ogbulogo (2004) gives the cultural perspective tmnotative meaning. If you
describe somebody as a ‘tortoise’ in Yoruba, yoamilee is a sly, cunning and tricky
person. Hausa will use ‘cricket’ for the same egpi@n while the western world will
use ‘the fox’ for the same appellation.

Other shades of meaning in semantics are in tefrsgerse relations. These include
synonyms and antonyms. A word is said to be synaugnwith another one when a
similar word is used to replace it. E.g. good-kifatpid- prohibit, etc. The English
language is rich in synonyms but there are no peggnonyms. On the other hand,
antonyms are words that express the opposite s#rsejiven word, e.g. big—small,
good-bad, etc.

The fact is that thecquisition or learning of semantic rules aids sgimaompetence that equally
plays a significance role in language development.

Self-Assessment Exercise
Give detailed explanation of the levels of meanimgelation to language development.

4.0 CONCLUSION

We have attempted to look at phonology, syntax semantics and the relationship
between them, hinting at their impacts in langudgeelopment. While phonology
deals with the sound system of a particular languagd the anatomical and
physiological aspect of speech production, synsagoncerned with the arrangement
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of words within sentences and their relationshipm@ntics talks of the study of
meaning of words and sentences. You now know tharsr of speech and the areas
responsible for production of distinct sounds. Yaan now also explain how the
syntactical pattern of a sentence can affect igtkility. Semantics has shown you the
different shades of meaning and how words couldctetextually and culturally
determined.

5.0 SUMMARY

Our study of the three main components of languggenology, syntax and
semantics has shown the interconnection betweem.tlhe this Unit, we tried to
establish that phonology and syntax are concernigdl the expressive power of
language while semantics studies the meaning of s been expressed. Language
acquisition and language learning must display @ggrasp and use of phonological,
syntactic and semantic properties of a languagerbefompetence and performance
can be attained. While knowledge of grammar is rd@gdefor cognitive ability the
knowledge of the organization and production ofrelsuincluding the association of
meaning with words give a total linguistic profiegy in the language.

6.0 TUTOR MARKED ASSIGNMENT

1. Explain phonology, syntax, semantics and theirti@tahip.

2. Describe the organs of speech.

3. State the place and manner of articulation of anyconsonant sounds.
4. Name the parts of speech with two examples each.

5. Discuss the levels of meaning in semantics.
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MODULE 4: SPEECH COMPREHENSION

Unit 1: What is Speech Comprehension?
Unit 2: Speech Recognition

Unit 3: Parsing

Unit 4: Interpretation

UNIT 1: WHAT IS SPEECH COMPREHENSION?

Contents
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5.0 Summary
6.0 Tutor Marked Assignment
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1.0 INTRODUCTION

In this unit, we shall examine what speech compisiom is and the processes
involved in decoding the meaning of an utterancéeWwe use language properly
and it is well-understood, people are able to comoate and convey information as
well as interact among themselves. When we aralletto understand the import of
a message we get frustrated and irritable.

After this unit, some of you will better appreciatee response of Casca in
Shakespeare’s Julius Caesar when asked about weingpired at the capitol when
Caesar was thrice offered the crown. “Those thatetstand him smiled at one
another and shook their heads, but for mine own, awas Greek to me” This
statement underscores the importance of speechrebesion in a conversation. It is
the interplay of linguistic knowledge and the preses involved in language use that
underlie speech comprehension.

2.0 OBJECTIVES
At the end of the Unit, you should be able to perféhe following tasks:

Explain speech comprehension.

See the source of ambiguity in speech.
Discuss the process of speech comprehension.
Describe the Gricean Cooperative Principle.
Detect inferences in speech.

3.0 MAIN CONTENT

oo

3.1 General Overview
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In our day to day use of language, we engage irvarsations. It important to

comprehend what is going onto enable us to achlte@rimary goal of conversation,
which is understanding the message. As a meanscal snteraction, conversation is
purposely to change each other’s mental state.eftrey, successful communication
will depend on a great deal of shared knowledgetl@dbility to access the mental
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state of your listener. You need to take into coesition that your referents are
available and that your listener will be able tbtfie gap of the dialogue.

A speaker who consciously or unconsciously sayse Emir of Lagos’ or ‘Oba of
Kano’ will be misleading the listener who will deteno referents as such. Lagos has
an Oba, Obi is for Onitsha. In the same vein, yanonot have ‘the King of France’
since there is no monarchical form of governmeetdh You will notice that some
premises bear the notice “post no bill”. It wasaeed that a student who did not
understand the import of the message could not Bsnschedule of school fees to his
parents. Similarly, a newspaper report that “Radipgers lament increase in cost of
Equipment” was misinterpreted as referring to raglgineers. The medical register
used to refer to professionals who use X-ray egaiginvas not correctly processed in
the mental lexicon of some of the readers.

Beyond basic sentence processing, psycholingwssiidies in speech comprehension
are also concerned with the actual use of langaagehow sentences are arranged.
After a sentence is processed, we store it in tlemony combined with other
sentences for conversation. In English the samefsebrds can mean different things
when arranged in a different pattern. For example:

1. The senators objected to the plans proposed byrdsedent.
2. The senators proposed the plans objected to byrdsdent.

The two sentences have different meanings evergthibus the position of the words
‘objected to’ and ‘proposed’ that differs. The difénce in the word order leads to the
difference in meaning. The words constituting taene sentence will not make sense
if rearranged using another structure like:

*Plans to the proposed the senators the objectquidsydent.

In speech comprehension, the working memory iscatsal with obtaining the basic
building blocks of sentence meaning. People usuatull the gist or general meaning
of what they have heard but not the surface fotns only the representation of the
meaning that they comprehend and not the exact ébtime sentence below.

1. The rich widow is going to give a million dollars the university.
2. The rich widow is going to give the university dlan dollars.

The hearers are interested in the message onlthéuteep structure of sentence 1 is
not the same as the deep structure of sentenée/@u attempt to replace ‘give’ with
‘donate’ only sentence | will be acceptable. Thsams we can have:

1. The rich widow is going to donate a million doltarthe university.
It is not grammatical to say:
2. *The rich widow is going to donate the universtynillion dollars.

When bilinguals are given information in two langea they do not bother to
remember which language was used to convey theagess far as the content has
been understood. For example, any prayer sessiénghsh, Yoruba, Igbo and Hausa
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during national emergency is welcomed by all Nigesi once peace is the theme. I've
witnessed many social outings where people who hasmattering knowledge of the

import of what the speaker is saying just tag alaity) the majority that understand.

Sometimes, Christians join Muslims to say theirAcaPrayer even incoherently just

to sustain the social interaction and vice versa.

3.2 Decoding the Meaning of an Utterance
In language processing, comprehension takes pldoenwhe attention system
becomes engaged. The long term memory is filledh witormation which will be
retrieved quickly with the new linguistic input foapid comprehension to occur.

The set of possible sentence for a given languag#&inite. So, when you know any
language, you should be capable of producing afessdet of novel utterances. As
you share the knowledge of this language with atheryour speech community,
people who hear what you say are able to understandand they in turn should be
able to produce the same type of sentences. hisdbi-directional nature of language
that underscores speech comprehension.

Ferreira (2005) reveals that language processing isomplex system because
processing takes place in a mental workshop thegvserely limited in capacity. Most
people only retain three to seven unstructuredegiexd information before they can
relate them in a meaningful way. When we decodenteaning of an utterance, we
appreciate how the linguistic system works andrades with the rest of the cognitive
architecture. This is because people understangu#ge at the rate of about 300
words per minute and processing of the lexicalieeal, syntactic passing and
semantic interpretation takes place simultaneounsiy instant.

A major concern of psycholinguistics as a field language development is an
attempt to explain how listeners understand uttarespecially when ambiguity,
inferences, ironies and puns are involved. Manysofay know how to speak but it is
equally important to know the processes involvednderstanding speech.

Let us examine the comprehension of these sentences

1. Can you close the window?
2. Why not close the window?
3. Will you close the window?
4. Must you close the window?

Even though there is no direct relationship betwds® form and the intended
meaning, listeners will have no problem decodirggrtieaning of the utterances.

The first sentence if literally interpreted wantskinow the ability of the interlocutor
to perform the action. But people assume that plealser is requesting in an indirect
manner that the window should be closed. In thers@sentence, the speaker wants
the window closed but he phrased the request icitiireln the third sentence, he is
guestioning the willingness of the interlocutor dlmse the window while the last
sentence wants the window open.
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In speech comprehension, we need to examine wisg tlegjuests are phrased the way
the speaker did. There are certain principles gongrthe use of language in social
settings including making excuses, giving apologeschanging greetings and the
rules of politeness. When we make requests, wemalking a demand on someone
who may otherwise not be predisposed towards oed.neis therefore incumbent on
us to request for their cooperation. Indirect resjiee more polite than a command like
“close the window”. The listener who shares the esampect of the social use of
language will comprehend the sentence as a requosstad of taking it literally
(Carroll, 1994).

Speech comprehension requires more than addingeheing of the individual words

together. We must combine the meaning in a way rispects the grammar of the
language and sensitive to the possibility that weguage is being used in a
metaphoric and non-literal sense ( Cacciari & Gélekg 1994). Psycholinguistic

studies have shown that linguistic theories alaeeirzcapable of explaining sentence
comprehension and production. There is need toidente properties of the human
mind and the structure of the language.

Treiman et al (2003) exemplified that profound eliéfnces could exist in the
meanings of some sentences due to the way thdyaaned:

1. The umpire helped the child to third base.
2. The umpire helped the child on third base.

These are different messages although the sentdiftesin just one small word. In
the same vein, the following sentences below desdifferent events.

1. He showed her baby the picture.
2. He showed her the baby picture.

Frazier and Rayer (1982) argued that people sorastimierpret speech by looking
for the easy way out. The sentence processor cmtstia simple analysis of a
sentence and attempt to interpret it as soon aslpesThis is calledhe garden path
theorywhere the comprehender takes a simplistic quiclerstdnding of the message
until he takes a closer look. For example an andugwsentence like, “He greeted the
boy in the car”, will confuse a comprehender whdeésng led down a garden path
because preference for certain structural relatpdags an important role in sentence
comprehension. The prepositional phrase “in thé can modify the noun ‘boy’ or
the verb ‘greet’. Disambiguation will only occur @ the comprehender places the
sentence in its proper context.

Ambiguity has been noticed to be an important sewfcmisinterpretation for many

listeners who would not look carefully at the syi@ properties of the sentence. A
sentence like “Visiting relatives could be boringhould be appreciated as being
capable of double interpretations. Is the spea&eiptaining about relatives who bore
him when they visit? Or does his going to visiateles constitute boredom?

Likewise, when someone says “We are not teachinthmas” Does he mean we
are not giving instruction to machines becauseeaeht human beings or we are
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not electronic gadgets that teach? Speech comiemewould be effective when
the listener takes a cue from the subtext undeglie preceding utterances.

3.3 Speech Processing and Comprehension

Johnson et al (1973) exemplify speech processitgcamprehension in a study
on how respondents perceive speech report of msintal inference in speech
comprehension. When listeners were given two seaten

1. He was pounding the nail when........................
2. He was looking for the nail when..........................

hey responded that they heard the word hammer iagstowith the first sentence
only. However, it is likely the first sentence rarhed differently. “He was pounding
the nails when it started to rain (note that hammenot mentioned). The second
sentence was “He was looking for the nail whenhhemer was stolen”. The first
sentence shows that we might infer something abmtinstrument that was being
used because many people associate hammer assthanent to pound nails. The
second sentence might not generate such an interenc

Decoders are always building a representation e@imkaning of an utterance through
processing of related sentence chunks. Each neversmnis integrated into that
growing mental representation. When the sentenasased to the discourse structure,
more processing effort will be required to integrdtto the semantic map. Sentences
that have been more difficult to integrate or imfation that is not very related will be
more available for recall after the processingasiplete (Fernandez& Cairns 2011).
Let us consider the following sentences:

1. We went to the zoo and saw different animals.
2. We went to the zoo in a big van.

The relatedness of ‘zoo’ and ‘animals’ is easiat aore complete in sentence 1 than
‘z00’ and ‘van’ in sentence 2.

Wolf (2007) asserts that when people are familidh womething, it is easier to build
a semantic representation of the discourse. Thee iy know about a topic, the
easier it will be to make the bridging inferenclkeyt need to integrate each sentence
into a global representation. This is why advancedrses are often easier than
introductory ones.

You will see here that all the topics you are laagrin this programme are anchored
on what you already know at your lower levels. Yoesidual knowledge has assisted
you in the comprehension of such basic discusdiontasyntactic order of the English
sentence, phonology and semantics. On the othet, lsmdents at the introductory
level have nothing to fall back on as they encauntevel terminologies. They are
likely to know very little about the topic and theég not have a knowledge base to
help them integrate the type of discourse you dready familiar with in your
academic context, seminars, conference, readinddeatures. You will notice that
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reading the same book or listening to similar lezsuat different times of your life leads to
different insight.

Fernandez and Cairns (2011) give further insighto inhe study of speech

comprehension. They explain the role of pragmaticthe processing of speech and
comprehension. Pragmatic principles are differaimf those that contribute to

grammatical competence. They are concerned witketipoinciples of appropriate use
of sentences in discourse. Pragmatic principlesegowow people use language to
convey more and often different information thaattbontained in the basic meaning
of sentences.

| once witnessed an altercation between two youag and one of them out of anger
said “Dayo, don't annoy me again, I'm from a faag”. The hearer who already
knows the import of such a sentence quickly apakdi The Yoruba know that to be
from “a far place’ is a ‘cult location’. They alsmll it ‘omo odo agba’ (child of the
elders).Dayo understood that an enemy reported tar‘ place’ or to elders could be
dealt with in a fetish way.

A naive interpreter who thought ‘a far place’ meanslistant location would have
provoked the speaker more since he would not utadetdow ‘a far place’ should be
part of discourse of dispute. Such linguistic nesncharacterized speech processing
and comprehension.

Idiomatic expressions like ‘kick the bucket’ ‘pudbmeone’s leg, ‘cry wolf'are so

opaque to comprehend that the hearer must havaradcsknowledge of the usage of
the expressions before proper comprehension coelceftective. Nigerians were

amused during the second republic of Shagari regumen a governor embarrassed
journalists that asked him to confirm whether itrise that indigenes from his state
would now be given bursary award. “Please sir, vantwo hear from the horse’s
mouth.” He retorted, “Who is a horse?” A politiciam Ibadan was also asked why
students’ unrest was rampant in Nigeria. His rephg, “How can students rest? They
read a lot and engage in all sorts of things.”

The shortcoming of how comprehenders misrepredentniessage by the speaker
could be overcome if processing involves Grice7@PCooperative Principle. Grice
asserts that conversations sometimes contain aajgenciple of cooperation which
both speaker and hearer must observe if they wampre=hension to be effective.
According to scholars (eg. Kearns 2000, May et0fl3), the Cooperative Principle is
observed in the application of four more specifexams:

1. The maxim of quantity which states that you shanéike your contribution
during speech to be as much as it is required.

2. The maxim of quality: This holds that you should say what you believe to
be false or talk about what you don’'t have enougbrmation.

3. Maxim of relation; you should make your contributi@®levant so as not to
mislead your hearer.

4. Maxim of manner: you must avoid obscurity or anybaguity. Be brief and
orderly.
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The fact is that cognitive orientation to adherenceotherwise to these rules of
communication is important in speech processing awmprehension in
psycholinguistics.

Self-Assessment Exercise

Explain the cooperative principle and link it wgpeech the importance of processing

and comprehension.

4.0 CONCLUSION

We have discussed what speech comprehension erdaids explained that
conversation is the primary goals of communicatibms important for the listener to
understand what the speaker is saying so that td&edtional nature of
communication can be effective. The unit discussadt happens in decoding the
meaning of an utterance and the dynamics of proggspeech as a spycholinguistic
matter. We also mentioned the place of ambiguitgpeech comprehension. Some
theories of speech comprehension were examinece wid maxims of cooperative
principles by Grice offer insight into a better walymaking speech comprehension
more effective.

5.0 SUMMARY

In this Unit, we looked at what comprehension igl @xamined the process of

decoding the meaning of an utterance. You were ttedtl successful communication

depends on both the speaker and the hearer who enaate that the information

being exchanged gets the desired outcome. Speecaprebension is more than the
surface expression of utterance. Some shared kdgeleand deeper level of

understanding are necessary for correct interpoetaf the message. You also learnt
that decoding ambiguity is an essential part oespecomprehension. The garden path
theory where the listener interprets an utteraneforb taking a close look was

explained as incapable of giving you a total corhprsion of the message. We
explained that a better way of processing utter@t® consider the context and adopt
the cooperative principles by Grice (1975).

6.0 TUTOR MARKED ASSIGNMENT

Explain speech comprehension.

Discuss sources of conflict in understanding speech
What is ambiguity?

Distinguish between a request and a command wdlmeles.

akrwbdE
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1.0 INTRODUCTION

Speech Recognition is an important area of stugysycholinguistics. It is concerned
with how we perceive speech, interpret and themnveeneaning from the message.
Sometimes, many people confuse Speech Recogn8idR.f in natural language with
Automatic Speech Recognition (A. S. R.) which dedth computational linguistics.

It should be clear from the outset that the latemn offshoot of the former. Automatic
Speech Recognition is the translation of spokendwanto text or speech to text
(STT). Someone reads sections of a text into tleedprecognition system which is
analyzed, fine-tuned, processed and interpretedetmde a message. Instances are
seen in voice dialing and robotized communicatigrsteam. However, speech
recognition in natural language looks at a fundaalemproblem of how the
continuously varying acoustic stimulus produced agpeaker is converted into a
sequence of discrete linguistic units by the listeso that the intended message can be
understood. This unit will examine the featurespéech recognition and explain the
various theories and models. You will also learat ttiespite useful contributions of
the various studies by specialists on the fielthres are still on to actually produce an
all-encompassing and empirically more acceptabldehof Speech Recognition (S.
R.)

2.0 OBJECTIVES
At the end of this unit, you should be able to:

define Speech Recognition (S. R.)

discuss the features of Speech Recognition

describe some Speech Recognition models

distinguish between Bottom-up and Top-down infoiorat
explain the processes of Speech Recognition (S. R.)

A A
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3.0 MAIN CONTENT
3.1 General Overview

The ease with which we perceive speech belies dnaplexity involved. There are

cognitive and neural mechanisms at play which enaisl to decode the linguistic
signal of the speaker as well as information akibeir identity such as accent, age,
gender and emotional state. In speech recognit@ne is no one to one relationship
between a speech segment and its acoustic qualities

Wikipedia (2012) explains that Speech Recognititimewise described as speech
perception is the process, by which the soundammjuage are heard, interpreted and
understood. Studies in the area of speech recogrgtitempt to explain how human
listeners recognize speech sounds and use themiafion to understand spoken
language. Findings from such researches are codddused to build computer
systems that can recognize speech. Results arehalptul to language-impaired
listeners and foreign language teachers. Speedgmiémn begins as a process of
perceiving speech at the level of sound signal wtike initial auditory signals are
processed to extract cues and phonetic informaipoto word recognition.

Bond (1999) asserts that listeners are faced withametic stream termed the rumble
of speech. Because of the continuous, rapid ancksaive pattern of words, there are
assimilations and deletions in the speaker’s uttsraMost of the time, the listener
needs to untangle the rumble of speech and red¢beespeaker’s intended message.
They do this by applying strategies based on teeiensive knowledge of the
structure of their language. Both speaker andnestare sometimes engaged in other
tasks while carrying out conversations. They arterofdistracted or occupied with
their own ideas. Listeners also vary in the amafnattention they pay to speech.
Such distractions have been noticed when we tallslgfs of the ear’. A famous
poem which contained lines such as:

‘They hae slain the Earl of Murray
And laid him on the green’
had the second line wrongly perceived as “And Lisliydegreen” (Bond 1999).

Aslin and Pisoni (1986) quoted in Pisoni and Ref@805) proposed that infants come
pre-wired with general auditory and processing Iskihat are then modified
selectively by experience and activities in theglaage learning environment.

Hocket (1958) corroborates that infants at one mare capable of making fine
discriminations among a number of distinctive htites of speech sounds but the
course of development of phonetic competence is aregacterized by a loss of
abilities overtime if specific experience is notthwoming.

To any casual observer, the speech recognitiorepsocften appears to be carried out
almost automatically with little conscious effoHowever, a complex mechanism is
involved. The speech signal is well structured emasstrained that even large
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distortions can be tolerated without loss of imgddility. You will see here that

sometimes when you get incomplete information yan piece together the missing
bit and still get the desired result. Many of ue aow familiar with missing text on
our mobile phone which often suffers from word lddswever, communication can
still be carried out reasonably without much damda&gensider a situation where you
receive a text message like this:

“Come ... urgently, mama ... hospital ... money ... treattme. bill”

It is evident here that you can easily decode tssage because you are already
familiar with the nuances and linguistic propertiefs the English language. The
speech signal is not entirely new to you. As a kpeaf natural language, the listener
has available a good deal of knowledge about tiuetsire of an utterance even before
it is over produced (Pisoni, 1976). He identifiacbtreasons why a listener can easily
decode the import of an utterance. The first exqtian is that the listener knows
something about the context in which an utterascproduced. He is aware of the
facts, events and all that is related to the wofldiscourse. All these will be used to
generate hypothesis and draw inferences from tie lits of information the speaker
gives. Secondly, the listener possesses the kngelefl the phonological, syntactic
and semantic structures of the language, whichigeathe means for constructing an
internal representation or recognition of the mgesa

Self-Assessment Exercise
Explain the role of speech recognition in commuinica
3.2 Features of Speech Recognition

Hocket (1958) reveals that human language hastiaatise characteristic that sets it
apart from other communication systems. It is syinkend entails a dual patterning
of sound and meaning. It is also grammatical thilmvang the generation of an
infinite set of utterances. During the normal ceudd linguistic communication, we
are conscious of the words and sentences spokes tmt rarely note the sounds.
Most of the listener's awareness of spoken langimfased on meanings not sounds.
An utterance consists of a sequence of discretaegits. These are the segments a
listener perceives, which are based on the funatisaund category of their speech
community.

According to Hocket (1958), all morphemes have mmex internal structure, which
consists of a sequence of phonemes arranged inrteuter order. Differences
between morphemes result in differences in meanwbgh are expressed by
variations in the sequencing and arrangement otdmstituent phonemes and their
features. Consider the following: ‘tale’ could ke ardered as ‘late’ and ‘life’ could
be re-arranged and ‘file’. The sequence and arraegeé in one order gives a
particular meaning and once it is altered, it sig@achange in meaning. When people
are presented with speech signals, they respondeto as linguistic entitles rather
than auditory events. Speech signals are categloaird labelled almost immediately
with reference to the listener’s linguistic backgnd.
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Masoro (1972) in Pisoni (1976) contends that sydélalshould be the basis of speech
recognition. The claim is that phonemes are morgratt entities than syllables
because some phonemes cannot exist independerglyi@dators and acoustic unity
whereas syllables can. Phonemes cannot, theré®regarded as recognizable units.

Major findings in speech recognition assert thatdsgresented in sentential contexts
are more intelligible than the same words presemeidolation. More information
than a phonetic sequence is necessary to estdbbsidentity of a phoneme. This
implies that there is need for the contributionsghtactic and semantic variables to
the speech recognition process. For example, thmdsof ‘ough’ exists in six
different realizations in ‘cough’, ‘bough’, ‘throtg though’, ‘rough’ and ‘thought'. It
will, therefore, be misleading to use the phonersegment alone for speech
recognition.

This corroborates Marslen-Wilson (1975) assertibat tthe listener analyses the
incoming information at all levels of linguistic portance so that decisions at any
level can affect processing at other levels. Tledgaition of connected speech does
not rely exclusively on the analysis and recognitid segmental acoustic features.

Fernandez and Cairns (2011) exemplifies that whéormation is given in abstract
sense without contextual clues, it will make no meg thereby making
comprehension difficult. They go further to expléiyn talking of Bottom-up and Top
down information in speech recognition. The bottopninformation gives all the
required representation and guides your procesburngyou still cannot achieve
comprehension. For example, you hear your friend ‘eaby toy' clearly and
unambiguously. You can decode the message at tbeofmgical level and even
retrieve it from your lexicon. Yet, in the absenakeany contextual clue, it is not
meaningful. On the other hand, if you have a bamently and you are going for
shopping and your friend makes a long speech buitcam only pick ‘baby toy’, you
only need to add the missing link and still achieeeprehension. This is top down
information which is not part of the acoustic sign&hen bottom-up information
specifies a word or phrase inappropriately or ig@aéely, the listener is expected to
use top-down information to select among a rangepassibilities. However, if
bottom-up information is adequate top down infolioratvill not be necessary.

3.2.1 Levels of Processing in Speech Recognition

Speech Recognition could be seen as a processairyy from the lowest level as

acoustic waveform to the highest level of concdpteiresentation of an utterance as
a linguistic object. Pisoni (1976) identifies folevels of processing in Speech
Recognition. These are:

1. Auditory Level: It is the first stage in speech agnition when the
acoustic waveform is transformed or recorded intbme neural
representation in the nervous system. All the mfation for speech
recognition including the frequency, duration andensity of the
linguistic signals is extracted and coded by thditaty system. The
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linguistic information stored in the sensory memaily enable
subsequent operations to be carried out to faielgpeech recognition.

Phonetic Level: The features and signal required phonetic

classification are obtained from the auditory reprgations of the
acoustic signal. It is at this stage that soundehvhepresent phonetic
segments are perceived in discrete form. The kstenll match these
representations with what is stored in the longntenemory and pick
the relevant ones that match the target language.

Phonological Level: Here, the listener will convre linguistic signals
in the phonetic segment into phonological segmerte. phonological
components will give the required information abthé sound structure
of a given language. Processing at this stage vegathe application of
phonological rules to the phonetic input to detearthe extent to which
the phonological segment functions as a distinceement in the
language. It is at this level that linguistic véioas at the phonetic level
are eliminated and only phonologically distinctiméormation is coded
for further processing.

Higher Level Processing: This is the last stagepmfcessing which
involves lexical, syntactic and semantic interpieta of the original
input. Here, the listener will generate the streetinto which the
phonological segments are placed and specify thampatical
organization of the input. This information will igke the listener in the
correct interpretation of the speech and subseqwend verification
processing.

AUDITORY/

ACOUSTIC PHONETIC PHONOLOGICAL HIGHER
LEVEL —>

A 4

LEVEL LEVEL LEVEL

Figure 3: showing the levels of processing in spaecognition

Self-Assessment Exercise

Discuss the features of Speech Recognition.

Models of Speech Recognition

Though no model is presently acceptable as conelusidetermining what goes on in
the Speech Recognition process, some models haveitbentified as good enough to
give us some insight into the mechanism involvea ihstener’'s attempt at speech
recognition. A few of them will be examined in adiscussion below:
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1. The Motor Theory Model: This states that speech banrecognized by
processes that are also involved in its productiferman et al (1967) argued
that since the listener is also a speaker, it ssiraed that the speaker-hearer
uses only one common process for language processstead of two
independent processes. This theory remains comgiaVdecause its evidence
iIs based on logic and faith and not on any strongpiecal foundation.
Opponents of the model say that the problem ofntbéor theory rests on the
failure to specify the level of analysis, whereicfatory knowledge is
employed in speech recognition.

2. Trace Model: This model was propounded by McClellamd Elman (1986).
It is one of the earlier and popular models basethe principles of interactive
activation. The theory argued that all the comptsmeri speech recognition
like features, phonemes and words have their owminocreating intelligible
speech and using TRACE to form them before achgeeomprehension. This
will enable the listener to complete a stream adfegih instead of looking at
speech as individual components. The listener tieesnodel as a framework
in which the primary function is to take all therieaus sources of information
found in speech and integrate them to identifylsingprds. Wikiversity (2012)
explains that the TRACE model is bi-directional dperation. It allows for
either words or phonemes to be derived from a gpokeessage. By
segmenting the individual sounds, phonemes canebsrdined from spoken
words. By combining the phonemes, words can bespsrd by the listener.

3. Cohort Model: If you check vyour datary for the word
‘cohort’, it means group of related items, ally, associate. Marslen—Wilson
(1980) proposes the model as a representation dxicdl retrieval. An
individual’s lexicon is his mental dictionary ofl &he words they are familiar
with. In using the cohort model, a listener maps anditory information onto
words that already exist in their lexicon to intetmew words. Each part of an
utterance can be broken down into segments. Ttemdés pays attention to the
individual segments and maps these unto pre-egistiards in the stock of
vocabulary. As more and more segments are idedtiioe recognition, the
listener discards those that do not match or aiti Whe pattern in their mental
lexicon. For example, when the listener encounteesword ‘English’, The
listener first recognizes ‘En’ and begins thinkadgput words they have in their
lexicon which begins with ‘En’ and all other worttslowing this pattern are
considered. These include: °‘Engage’, ‘Engine’, ‘Emvg’, ‘Engraft,
‘Engross’, and ‘Engulf’. The next level of procesgiwhen the sound ‘I is
added leaves the listener with the word ‘Englismhen he has run out of
speech segments, which consist of discrete linguistms that make sense of
the representation in his memory. This principle haen adapted in the design
of computer search engines like Google, Yahoo, Mgb\8earch and Ask.com.
When you decide to search for a word like ‘langtiatee search machine
keeps guessing the next segment after your entiarof it may even suggest
other words in its memory like ‘land’. When you addit keeps on accepting
such entries in cohort until ‘language’ is suggesieaccepted by either you or
the machine. An attempt to input an entry in canflvith words stored in the
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memory will be met with “No items match your sedrch This implies that
your word is not in the cohort.

Apart from those discussed above, there are otimarging models being used to
explain speech recognition but not a single orselscontained. What is important is
to consider the aspect of speech and the purpos@ioto select a particular model.
There are limitations to each model and there areparfect models for speech
recognition. Each model functions in a unique manaerd circumstances will

determine which one should be adopted.

Self-Assessment Exercise
Discuss any two models of Speech Recognition.
4.0 CONCLUSION

Speech Recognition deals with how the various Istgusegments perceived by the
listener can be converted into a meaningful unit that they can achieve
comprehension. Despite the distortions, deletiond amissions involved in the
structure of the utterance, the listener will img@s unity by relying on the highly
organized pattern of their language and interprtorlingly the phonological,
syntactic and semantic variables of the message. fotr levels of processing in
speech recognition should be noted. These are:téwdiphonetic, phonological and
higher analysis levels. Some theories of speemtgretion have been propounded but
they are still at the exploratory stages and nglsimodel has been able to account for
all that goes on during the process of speech retog.

5.0 SUMMARY

In this Unit, you learnt about speech recognition @ important feature of

comprehension in language development. We haveieaa that speech recognition
involves the processes of hearing, interpreting eochprehending all the sounds
produced by the speaker. It is the amalgam of tHeatres into an order that
resembles the speech of a given language thatitwestpeech recognition. You also
learnt that speech recognition combines not ondyghonetics and the phonology of
the speaker’s language but also its syntax andséneantics of the message. Your
study in the unit was concluded by examining thetudees of speech recognition and
the four levels of processing. Some models of dpeecognition were discussed with
a caveat that none could fully explain the mecharos speech recognition.

6.0 TUTOR-MARKED ASSIGNMENT
1. Whatis Speech Recognition?
2. Discuss the features of Speech Recognition.

3. Describe the levels involved in the recognitiorspéech.
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4. Explain Bottom-up and Top-down information.

5. Distinguish the Motor Theory Model from the Cohbtbdel.
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1.0 INTRODUCTION

In this Unit, we shall consider parsing as an ingoar process in speech
comprehension. Parsing could be described as a ddrproblem solving language
strategy which involves decision making about whiergolace words and the way
these words interrelate within sentences. Duringipg, you are expected to assign
words in a sentence to their appropriate linguistitegories to allow understanding of
what is being conveyed by the speaker. It is egdetiiat the parser obeys the
grammatical rules suitable for speech comprehensios also important to note that
linguistic information by the parser is accessettldy in both comprehension and
production for the goal of effective communication.

2.0 OBJECTIVES
At the end of this Unit, you should be able to:

define parsing

distinguish the late closure and minimal attachnsérattegies
discuss the features of parsing

state the procedures for parsing

explain Garden Path Theory in parsing.

akrwNPE

3.0MAIN CONTENT
3.1 General Overview

The overall goal of speech comprehension is foh lo¢ encoder and the decoder to
understand the message being relayed. Parsing donassa strategy to assist in the
production and comprehension of the message. C§t@99) describes parsing as a
method of assigning the elements of a sentence linguistic categories. In

considering a sentence like, ‘The boy goes to dghibe parser assigns determiner +
Noun+ Verb + preposition phrase. However, parsingsgbeyond classification of

words into categories. There is also the need atuate the meaning of a sentence and
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make necessary inference from each word in theeseat Wikiversity (2012)
explains that when a speech is being parsed, eaagthiw a sentence is examined and
processed to contribute to the overall meaninguarterstanding of the sentence as a
whole.

The parser must realise that stringing of wordetiogr alone cannot give the desired
result of a message. There are thematic categ@acaponents when assigned to take
on multiple categories that can alter the meanirey sentence. All these make parsing
so complex that we need more than basic grammaticd¢rstanding of a word or a
sentence to be able to apply it correctly.

Carroll (1999) says the parsing procedure is a fofrproblem solving and decision
making about where to place words. In taking suateasion, the parser must bear
two principles in mind.

1. Immediacy principle. This involves taking a decrsimmediately we
encounter a word.

2. Wait and see principle. Here the parser waitsdather information before
deciding several possible interpretations of theesece.

Parsing a sentence involves the use of linguistmAtedge of a language to discover
the way in which a sentence is structured. Thewahg represents a fragment of the
linguistic knowledge of context free formal gramno&the English language.

S NP +VP

NP Det + N+ Prep
Noun = John, House, bag
Verb = Jump, talk, sleep
Determiner = the, an, a

Schmidt (2012) illustrates the decomposition oéatence into its components with
the parse tree of ‘the boy went home.’

S
N VP
Da/\ \/erb\N
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He further argues that intuition alone should netused to parse a sentence because
most of the time our intuition guides us to onlyednterpretation. A parsing process
must consider many different possible interpretegiorhis is possible if the parser
pursues all the possible hypotheses at once. Ehjgires that we make reasonable
deductions to enable speech comprehension to be efiective.

Carroll (1999) describes two strategies of parginghe process of understanding
speech. These are the Late Closure Strategy (La@EMmnimal Attachment Strategy
(MAS). In the former, the parser attaches new itérhe current constituent because
his eye fixations last longer on the latter partha sentence. For example in “Amina
informed that Obi had bought the book yesterdalge adverb ‘yesterday’ may be
attached to the main clause (Amina informed yesi@rar to the subordinate clause
(that Obi had bought the book yesterday). Many gyarsvould prefer the second
strategy because it closes up the sentence and dlies riveted longer on that
segment. In the minimal attachment strategy, tegparefers attaching new items to
the phrase marker. In a sentence fragment likeyyMesed Jane and her sister...” the
parser jumps into a conclusion that both Jane andibter received a kiss from Mary.
No attempt will be made to think of a different wafycompleting the sentence such
as “Mary kissed Jane and her sister became jeal®egsers prefer the former
interpretation because it is quickly decoded (alaeongly) and the second sentence
requires a new constituent.

Self-Assessment Exercise
Explain the two principles of parsing.
3.2 Features of Parsing.

The parser needs to consider some features toeshahl to give a more effective
interpretation to the message encountered. Thekedat

1. Thematic Features
2. Semantic Features.

Thematic Features: These are important linguidgéments to consider because they
constitute the most basic understanding of a seatehhe parser needs an initial
understanding before any further inferences cowddniade. When you make a
sentence, roles are assigned to every unit inghesce. These units consist of nouns,
verbs adverb, adjectives and other lexico-semanatiegories. The thematic features
emphasize the lexical information and rely on sdranterpretation of the word in
the sentence for parsing to be successful and foalspeech comprehension

Christianson (2001), quoted in Wikiversity, say® tknowledge of these features
allows the linkage and coordination of both the aetic and discourse information as
well as lexical and syntactic information.

Semantic Features: The examination of thematicsrolay not be enough to parse a
sentence because semantic features are affiliaid avparticular idea. While the
theme of a message is concerned with the genatahgit gives a clue to the
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discourse level, it is not actually so with a setitamnit which gives a specific
interpretation to the idea. For example, when wk td fruit, a lot of ideas on
different types come up in one mental lexicon uwe# specify whether it is orange,
mango or pawpaw. When we mention ‘bird’ in a digseyuwe get different ideas like
‘flying’, ‘feather’, ‘hooting’ and ‘pecking’ becawsthey are semantic features related
to birds.

During parsing, these semantic features are usedkescribe inferences about the
meaning of a sentence. An idiom such as ‘pull sorasdleg’ means the parser knows
it is semantically associated with teasing and thate is nothing like a leg being
pulled. The reader or listener can only understardsentence correctly when they are
familiar with the idiom.

Sometimes, the semantic features may not be obbwugarsing relies on association
with other words to get the correct meaning. Whensee a newspaper headline like
“Eko 2012: Rivers leads Medal Table as reportedthe Daily sun of 29
November,2012, a parser will feel that the use infdar verb ‘leads’ is wrong
because he assumes ‘Rivers’ is a plural noun. Bignwhe reads further, it will be
revealed to him that ‘Rivers’ refers to a statéigeria and it is a singular noun which
must take a singular verb. The context is the amgoi@tional sports festival in which
Rivers state comes first.

When we know the overall meaning and associatica sentence, we understand the
content better and faster and the time taken teepdecreases. However when we
associate wrong inferences with some expressioasst#mantic import may be
misleading. For example in a ‘spot the error’ eisd¢or my students, they cannot see
that “He committed suicide twice before he diedsésnantically faulty. Some rewrote
the sentence as “He committed suicide twice befiymg” and others say “He
committed suicide twice before his death”. The ®aii the exercise is to teach the
parser that the victim cannot die twice and the dvassigned should not be
‘committed’ but ‘attempted’. The sentence should dmrectly parsed as, “He
attempted suicide twice before he died”.

Some theories have been used to explain why theepaometimes fall victim of the
problems encountered during parsing. One of thethasGarden Path Theory. The
garden path theory is a metaphorical expressiod tsexplain incorrect assumption
that people make when they parse words togethain@passing, the reader makes
mistakes about the context of the noun phrase ambt aware they are being led
down through the wrong path. A sentence which teginone syntactic structure
suddenly gets new information being added to ite Tirew information causes
confusion and the reader enters the ‘rabbit hdlet. example in parsing a sentence
like “Old men and women are invited to the partyé parser decides that “Old men
and old women are invited” but a new informationsvealded later to show that the
women mentioned are not old because the adjeatidé rhay qualify either ‘men’ or
‘women’.
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Self-Assessment Exercise
Distinguish between Thematic and Semantic features.
3.3 Procedure in Parsing

The parser has been described as a structuralgsarc@d-ernandez& Cairns 2011). He
tries to restructure the structure of a sentenceasie speech comprehension very
effective. The concern of the parser includes kewig the basic operation of the
syntax in three major ways:

1. By creating a basic structure

2. By combining simple units of the sentence with¢beplex ones

3. By moving elements within the sentence from onecstiral position to
another.

Parsing involves the identification of the basienpmnents of sentence like subject,
predicate, preposition, clauses, phrases, etc. ibyashtling and reordering them
appropriately. The parser must detect the linguiskements that are moved and link
them up to any gap left behind in their originalistural positions.

Miller and Selfridge’s (1950) experiment shows thastructured set of words were
much harder to recall than structured ones. Th@vshthat syntactic structure is
psychologically real. In a sentence lik&he old man who came here was very happy
to see everybodyive observed that recalling the string of wordsasyebecause the
words are related to each other syntacticallys & idifferent situation when we have
another sentence lik€Time well see ball talk before jump food breaddos to
great.” With the admixture of grammatical categories in mgqgoositions, recall is
very difficult. We can conclude here that if yostén to the two sets of utterances
comprising twelve words each, it will be easierrézall sentence | than to recall
sentence 2. This is because while sentence 1 tadigally well-formed, sentence 2
Is syntactically flawed.

A good example of the role of parsing in speechm@mension is Lewis Carroll's
opening verse in the poem ‘Jabberwocky’:

T'wasBrilling and theslithytoves
Did gyre and gimble in the wabe
All mimsy were the borogoves
And the mome raths outgrabe.

We have no problem computing the syntactic relatigqm in the above poem even
when the idea described makes no sense due toasthef pseudo words. The first
clause contains subject N.P ‘toves’ while ‘gyredagimble’ are realized as verbs.
We can easily categorize'in the wabe’ as a prejoosit phrase giving the location of
‘toves’ as they ‘gyred and gimbled’ (possibly dargcand singing)
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In sentence parsing, a clause is an important sefgmich corresponds to

manageable units for storage in working memorycfagnitive processing. A clause

consists of a verb and its noun element. A senteananclude an independent clause
and one or more subordinate clauses. Each clausesponds to an integrated
representation of meaning and an integrated repi&sen of structure. We can

therefore regard clauses as reasonable elemethis parsing of sentences.

In a sentence like ‘Ngozi knows the girls next dabe parser’s job is simple because
only one independent clause is present. Howevehangentence like “Ngozi knows
the girls are naughty” presents a greater taskniparser. This is a complex sentence
with an independent clause “Ngozi knows” (somethiagd a sentential complement
“the girls are naughty.” This creates difficultyrfine parser because of the absence of
clause boundary marker like ‘that’, ‘who’ as in “dig knows that the girls are
naughty”. Sentence with marked closed boundariesurinless psychological
processing than do sentences with unmarked closeddaries (Fernandez & Cairns
2011).

Self-Assessment Exercise
Explain the procedure for parsing.
4.0 CONCLUSION:

This unit examined parsing as an important aspespeech comprehension. In the
process of understanding speech, parsing comesanable the parser to consider all
the essential segment of the message. A good paiebe able to grasp all the
thematic and semantic features of speech beforegtalecision where to assign the
elements into appropriate linguistic categories.

5.0 SUMMARY

In this Unit, you were told that parsing is a peghlsolving strategy which enables the
parser to take decisions before assigning words semtences into appropriate
linguistic categories for the ultimate goal of sgeeomprehension. Two principles
are to be borne in mind for parsing to be effectiMeese are immediate principles and
wait and see principle. You were also informed alfeatures of parsing whereby
considerations should be given to thematic and sBméeatures to assist in the
correct strategy of speech comprehension. Thealsiut mentioned the procedure for
parsing to give you an underpinning as to how wchfalling into the rabbit hole.

6.0 TUTOR MARKED ASSIGNMENT

Explain parsing.

Discuss the Garden Path Theory.

Examine the procedure for parsing.

Distinguish between thematic and semantic features.
Describe Minimal attachment strategy.

aohrwbhE
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1.0 INTRODUCTION

In this unit, we will explain interpretation as emtegral part of speech comprehension.
We shall see how any speech process that is fultgertstood enhances
communicative competence and how the reverse cad ® breakdown in
communication. When a message is given the heagedsnto reconstruct the
structural units that convey the intended meanind ase their knowledge of the
language to decode the correct interpretation. Wilee hearer lacks the linguistic
knowledge to interpret appropriately a given messapey would be unable to
perceive anything other than a disjointed and impdexrable string of words. The unit
will further give us an insight into age-relatec@ess of interpretation. Studies have
shown that children interpretation of sentence gkanin later childhood. This
presupposes that they would have acquired a moterenanental and linguistic
cognitive process which will enhance their abitbyreconstruct and recreate semantic
relationships.

2.0 OBJECTIVES
At the end of this unit, you should be able to destate the following:

Explain interpretation.

Describe the processes involved in interpretation.
Discuss features of speech interpretation.
Describe strategies of interpretation.

State causes of ambiguity.

oo

3.0MAIN CONTENT
3.1 General Overview

It is necessary at the outset to make some clatidic that word interpretation could
be misleading to an unwary observer. Some peote th to mean language
interpretation which is the facilitating of oralmeunication between users of
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different languages. In this sense an interpratéaken to be a person who converts a
thought or an expression in a source languageamtexpression with similar meaning
in the target language. When this interaction isthe written form, we talk of
language translation. For example, we can tran8eit¢he good people come to me”
into Yoruba language as “E jeki awon eni rere wads mi.”

In speech comprehension, however, interpretatikasta completely different form.
Here, we are concerned with the hearer's apprepnatiderstanding of a given
message when properly decoded as expected by #akesp The knowledge of the
target language is important for a person to recocsand be able to give correct
interpretation. Without linguistic knowledge, therpon who wants to interpret would
only look at the assembly of words as a jumble isbidjanized sounds. Have you
imagined how illiterate people look at written sy and letters? Even a cheque,
valued at one million naira, is of no use to soneewho cannot interpret the message
on it. An educationist once said that ‘to an uelesttl person A is just three sticks!’

According Muller-Lyer (1989), our perception of dguistic representation is based on
the stimulus of a speech signal which is speciesiBp to humans. Some animals like
dogs and chimpanzees have been trained to be gmochenicators but they have no
knowledge of language. They only respond to commamdl signals associated with
calling their names. In human beings, we go a $tefher because interpreting a
sentence is varied and complex. Speech comprelmensiumlves organizing the
sounds, words and sentences in a structured pattenake sense. When a collection
of words is unstructured, no meaningful interpietatcould be ascribed to the
message intended. When an encoder just stringsswiogegther without a principled
system to combine them into sentences and getd#®across, the decoder may not
be able to give any useful interpretation of thessage.

During interpretation, we need to bear in mind ttieg meaning of a sentence is a
function of the words in the sentence and theucstiral organisation. However, there
should be a clear distinction between linguistid asycholinguistic processes. When
a sentence leaves us with no proper interpretatienselect a preferred one using
extra linguistic yardsticks. This is because gramne blind to plausibility

considerations or facts about the real world. Sstidastructures merely create the
representations. Psycholinguistic consideration weigh all the possibilities and

make a decision. For example, when an interpregatsran ambiguous sentence like:

“The man saw the boy with the binoculars”,

they will be confused with the correct interpregatof the sentence. The sentence can
be interpreted to mean that the man saw the boyhwehds the binoculars or the man
uses the binoculars to view a boy. A good integrgtho knows that binoculars aid
vision is likely to arrive at the second interpteta which seems more plausible.

In the Nigerian environment, ability to give correcterpretation to a given speech
remains an area that has generated much interesthtwars, educationists and the
citizenry. When the late chief Obafemi Awolowo madspeech during the secession
period of the defunct Biafran republic, it was giv@any interpretations. He said, “If
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by any act of omission or commission, the Eastegions secedes, the Western
region will opt out of the federal republic of Nigge”

Many people interpreted the statement to meanAialowo supported the secession.
It took the late Bola Ige who moved the motion la¢ Western region house of
assembly in April 1967 to clear the air as to tbeect import of the message. This he
explained as follows:

“Only a daft person can read an invitation or emagament to secede in that speech.
Yoruba want to be part of Nigeria unless pushecdouiot wanted”.

A good interpreter of any speech must be groundehe total linguistic import of the
message being relayed. When the reggae maestrtateh&ob Marley, released an
album titled ‘No Woman No Cry’, male chauvinistddrpreted it to be a good life
must be led without reliance on any woman becdusetesence of a woman carries
with it a lot of distraction. However, it took Mag himself to give the proper
interpretation saying he meant to console a womahstress by admonishing her not
to cry.

A curious dimension was added to the different shaaf speech interpretation when
one considers a case reported in Lagos State. ganiption warning people: “Don’t
Urinate Here” went unheeded for a long time. Sutddenreplacement was done
saying “Please we need urine here. Kindly donateh#tly nobody passes urine in
that spot again because the interpretation givesutt an inscription is that ritualists
want to use the urine.

We can, therefore, deduce that interpretation dess an integrative framework
whereby the whole gamut of linguistic, social asyghological considerations must
be brought to bear on the correct interpretatioanyf utterance or message.

Self-Assessment Exercise

Discuss the concept of interpretation in psycigplistics.

3.2 Features of Speech Interpretation

Fernandez and Cairns (2011) posit that a linguistigresentation based on the
stimulus of a speech signal requires the hearbate linguistic competence because
they need the knowledge of the language to perdbirghonological representation
which will unlock the sequence of words at the agtit and semantic levels. The
processes of understanding a sentence involvetansgidc procedure which begins
from the organization of sounds which are realiasdvords graduating to sentences.
You know that all these stages derive from the dr&aknowledge of language which
takes on the form of mental representation recoatsd indirectly from the physical
speech signal.
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McDaniel et al (1998) reports that during languagequisition children’s
interpretation of a sentence changes in later lsbdd because of increased
knowledge about the grammatical characteristicexdichl items and an enhanced
ability to create grammatical structures. Let uameixe these sentences:

1. John met Mary before the exhibition.
2. John invited Mary to see the exhibition.

It was observed that young children interpret the sentences to mean Mary will see
the exhibition. The adult interpretation, howevsithat John will see the exhibition in
the first sentence while Mary will see the exhdnitiin the second sentence. The
difference in the interpretation of young childr@md that of the adult is as a result of
higher cognitive processing of the adult. An achdarer possesses better linguistic
knowledge of the properties of verbs and suboragigatonjunctions.

In the same vein Trueswell’'s (2008) experimentadiits reveal that children interpret
a sentence quickly until more cognitive processingone before they are inclined to
revise it. When they got an instruction such asut“‘®e frog on the napkin into the

box”, a toy frog was quickly put on the napkin besa an empty napkin and a box
were provided. Adults did not interpret such a eeoé in a similar way because they
know that ‘in the box’ superseded ‘on the napkWhen the young children also

interpreted “Cut the tree with the leaves”, theguase that leaves will be used to cut
the tree instead of the adult processing that thrdytree with leaves should be cut.

The studies concluded that only in later childh@oll children be able to alter their
interpretation of such instruction because theyehawt overcome their ‘cognitive
impulsivity’ which prevents them from revising i@t hypothesis about meaning
(Fernandez & Cairns, 2011).

However, as children mature in age, the developmeobgnitive control allows them
to be more linguistically flexible in their modition of initial interpretations and
thus they will need to reprocess such commandsanténces.

Since the ultimate goal of speech comprehensiortoisarrive at the correct
interpretation of a given message it is importantthe hearer to be aware of Grice’s
Cooperative Principles of relevance in an utterance

According to Grice (1975), participants in any cersation assume that the other
person will abide by the principles of relevancdiick states that the information

given should be relevant to the matter under dsoans However, a shared knowledge
of the issues relating to the conversation willnfoihe basis of relevance. You will

appreciate better this feature in the conversdielaw:

Emma: (talking to his sister) Is papa at home?
Mercy: Music is playing.

On the surface, Mercy’'s response bears no relevamdbe question by Emma.
However, Emma can correctly interpret the replyntan that papa is not around the
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house. This is because papa frowns at music beiageg to disturb the
neighbourhood and it is only in his absence that gan hear music being played
aloud. The correct interpretation is possible bseanf the shared knowledge of both
participants in the conversation. Emma and Mercwpy Aviolation of the shared
knowledge will engender wrong interpretation of thessage.

Self-Assessment Exercise

Explain ‘Cognitive impulsivity’ in children’s intgretation of speech.

3.3 Strategies in Speech Interpretation.

Carroll (1999) identifies Top-Down and Bottom-upopessing of interpretation
whereby a listener tries to comprehend what thealspeis trying to say. He
categorises such processing into four levels. These

1. Phonological
2. Lexical

3. Syntactic

4. Discourse

At the phonological level the interpreter identfieghe phonemes and syllables
contained in the speech while the lexical levels®ed to retrieve words from the
semantic memory. The syntactic level is concerngl thie organisation of the word
into constituents as the interpreter forms a phrsisacture for each incoming
sentence. The last level is the discourse inteapoet stage where the hearer links the
meaning of a given sentence with preceding onage8ees at this level are organized
into higher order units taking into consideratiormny factors that will facilitate
correct inferences of a given speech.

Bottom-up processing occurs at the lower levelh® higher one whereby all of the
lower levels of processing operate without influericom the higher one. When the
hearer identifies phonemes, it is not affectedhayléxical, syntactic and the discourse
levels. This processing model has been criticizedhadequate in providing a fully

comprehensive account of how we understand language

The second model termed Top-down processing staggssome information at the

disposal of the hearer will have influence on hdwvyt will process language at the
lower levels. For example, when the hearer intéspee sentence, the context may
influence the identification of words within thargence. Speaking more intuitively, a
top-down model of processing is one in which therbBes expectation plays a

significant role (Carroll, 1999).

In speech interpretation, the Garden Path straségy comes into play just like we
mentioned in our discussion of parsing. The hemmps into wrong perception and
comprehension of the message until he gets newnaftton which renders the earlier
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one misleading and unacceptable. When they getdhect perception of what the
intended message conveys, they abandon the foneepietation.

Fernandez and Cairns (2011) illustrate that a sentkke:

“The two masked men drew their gun and approachedbank but the boat was
already moving down the river”,

will lead the listener towards a wrong interpretatbecause ‘masked men’ ‘gun’ and
‘bank’ easily suggests a robbery scene in the rhdetecon of the hearer. The first
reaction is to give an incorrect interpretationiluthie realization comes with the new
information about ‘boat’ and ‘river. The initialsaessment of bank as financial
institution will be abandoned once the hearer riyaea the sentence on the basis of
clearer information.

Also, when a listener meets with some ambiguougeser funny interpretations may
result. Let us examine the following sentences:

1. The injection may contain AIDS Virus.
2. If the baby will not take fresh milk, boll it.
3. Nigerian prostitutes appeal to President Jonathan.

It will require careful consideration for the heate give the correct interpretation.
The first sentence may mean that we should avoé itlection because it is
contaminated with AIDS virus. The second interpietais to embrace the injection
as it could prevent AIDS. The second sentence doellthken to mean that the hearer
should boil the milk to make the child accept itloey should boil the child! The last
sentence gives a funny message that presidenthdmnatimires Nigerian prostitutes
whereas the speaker is saying that the prostiarepleading with the presidents to
allow their business to thrive.

It is important for any speaker/reader who wishesnake their message to be
correctly interpreted to avoid ambiguity and iegually expected of the hearer/reader
to discern the contextual import of the messagm#éie appropriate inferences and
deductions for the goal of communication to be exxéd.

Self-Assessment Exercise
Examine the strategies involved in the interpretadf speech.
4.0 CONCLUSION

Interpretation in speech comprehension is the Keat tnables participants in a

conversation to achieve the goal of communicatMinen a message is given the
correct interpretation the hearer has displayeguistic knowledge which shows that

they understand that language is not just a swingords. The hearer must possess
linguistic and communicative competence to be &blgive adequate interpretation of

an utterance. It is, however, important to note tha cognitive processes involved in

interpretation are varied and complex. The hearastrbe wary of the Garden path

strategy and discern ambiguities to avoid misrepridion of a given message.
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5.0 SUMMARY

In this Unit, we examined interpretation of speashan important aspect of language
development. We learnt that when a message is atlyrrmterpreted, the goal of
communication is easily achieved. On the other handncorrect interpretation of an
utterance can evoke severe frustrations and conuaiomn breakdown. You also
learnt that young children undergo a period of futge impulsivity’ whereby they
quickly interpret a sentence as they see it umiytre-analyze and discover that it may
mean another thing. Adults, on the other hand, racee reflective, taking into
consideration many factors before interpreting assage. The Unit mentioned the
strategies of interpreting speech as Top-down amdtoBi—up processing and
explained the Garden path model and the role oiguntlp in speech interpretation.

6.0 TUTOR-MARKED ASSESSMENT

1. Explain speech interpretation.

2. Discuss some features of speech interpretation.
3. Describe Top-down and Bottom-up Processing.
4. What is ‘Cognitive Impulsivity’ in Children?

5. Write two interpretations of ‘| wrote a poem on BigBridge.’
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UNIT 1: WHAT DOES SPEECH PRODUCTION ENTAIL?

Contents
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1.0 INTRODUCTION

In this unit, we shall look at what it entails tooduce speech. You will learn that
speech production is a complex exercise which wesh series of distinct operations
and representations. These operations occur aexel, syntactic, morphological

and phonological levels. What is however of gre&trest to psycholinguistic studies
is the effortless ease with which speech producpimtesses occur. This unit will

describe the mental and articulatory mechanisms gbaern how speakers encode
ideas into meaningful sentence which are subselyueraized as utterances that will
lead to speech comprehension.

2.0 OBJECTIVES
At the end of the Unit, you should be able to perféhe following tasks:

Discuss what speech production entails.

Explain the mechanism of speech production.

Mention the organs of speech production.

Distinguish between grammatical encoding and phomeicoding.
Identify the stages of speech production.

3.0 MAIN CONTENT

akrwNPE

3.1 General Overview

Many of us do not bother to think about how weeagate spoken words. What are the
mental and psychological realities that governgheduction of speech? Sometimes,
when we pause to appreciate that human beingsoanetdlkers; then, it is important

to examine the processes involved in the articahatof speech. Even though

important language organs like lips, tongue, jand @e lungs are brought to bear in
the complex mechanism involved, we tend to perftihe operation spontaneously
because speech making is so natural. However, tady ©f speech
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production will help us to understand better how bnain processes information by
which we interact with ourselves.

Levelt (1999) reveals that we produce two to thweeds per second in normal fluent
conversation. These words come from a huge repgdtttown as the mental lexicon

which contains 50 to 100 thousand words in a nolitexkate adult. It is remarkable,

however, that the biological basis for languagedpobtion makes words processing
inexhaustible through what is psycholinguisticatlymed recursive mechanism. The
expression “The man is good” can be reproducedessiyl through human capacity
for creativity in speech production. We can have="#ll agree that the man is good.”
It is also possible to say “My teacher informeddusing our lecture that the man is

good.”

Such an endless way of novel utterances being gttkiand added to the trigger
sentence is a species-specific trait of human $ppexduction.

The high speed and complexity in word productioesdioot make it error free. It is
reported that we err once or twice in 1000wordsamnaverage of 40 minutes of
talking per day, we will have produced some 50iomliword tokens by the time we
reach adulthood (Levelt, 1999).

Study on speech production has its basis on psygustic attempt to know the
pattern of errors during utterances. When we spesk,intention is to convey a
message. The message to be relayed has variedpt®r@ecel the mental lexicon is a
reservoir of word from which only those neededtfor intended message need to be
retrieved. These words have syntactic propertieglwbontain morphological and
phonological segments. All the distinct linguigpioperties will be energized into the
articulatory processes for each of the syllablesprds, phrases and sentences
contained in the utterance.

According to Levelt (1999), the following are theaderlying processes of speech
production:

1. The speaker selects a word that is semanticallysgnthctically appropriate.
2. Retrieval of the word phonological properties

3. Rapid syllabification of the words in context

4. Preparation of the corresponding articulatory gestu

From the foregoing you have now realized that dpg®oduction entails a complex
but highly organized and systematized operatiomviblves the speaker encoding an
idea into an utterance. This utterance will cahg information the hearer will use to
decode the speech signals by building the linguistpresentations that will lead to
the recovery of the intended message. The speakmaulates the message into a set
of words well-organized to convey meaning whichtrensformed into intelligible
speech using articulatory mechanism. The hearert mamonstruct the intended
meaning from the speech produced by the speakaubeencoding and decoding are
essential mirror images of one another (Fernandeéaigns 2011).
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Self-Assessment Exercise

What does speech production entail?

3.2 The Process of Speech Production

The process of speech production begins when aecsaton takes place and
participants take turns as they interact. One emthvill want to communicate an idea
or give some item of information. There is alwaysimitializing procedure known as
pre- verbal message because at this point thehideaot yet been cast into linguistic
form (Fernandez& Cairns, 2011).

The mental operations followed some steps in tgrmam idea into a linguistic
representation. The process requires that botlsggkaker and the hearer must share
the same lexicon and grammar. The mental repragamntaust be transformed into a
speech signal that will be produced fluently at apropriate rate with correct
intonation.

STAGE 1 STAGE 2 STAGE 3

ENCODING SYNTACTIC PHONETIC

SPEAKER », REPRESENTATION, . s REPRESENTATION

CONCEPT WORD ARTICULATION
ORDER PROCESSING

Figure 1: Schema showing stages in the production of $peec

Stage 1:Speech production is activated by the idea of asagsto be passed by the
speaker. This is the conceptualization stage wlydesdical selection takes place. The
semantic representation triggers a lexical seamhwords that best convey the
intended meaning. For example, in a sentence like ‘boy draws a picture”,
activation will centre on ‘boy’ ‘draws’ and pictureThese concepts came from the
mental lexicon of the speaker.

Stage2.For any sentence to be meaningful there must lystarsic link between the
string and its structural organization. In otherdg) a sentence like: “The boy draws
a picture.” cannot be understood when restructiaed*“picture draws boy the”
because it has no acceptable pattern of the Engleshmar. At this stage, the speaker
assigns the correct syntactic structure to the wendeved from the lexicon. Words
are arranged into hierarchically organized constitss whereby the subject and its
verb must agree in number. Tenses and gender rsarkest be correct.

Stage 3:This stage creates the phonological representafitime utterance. Here, the
utterance is given its phonetic qualities by spgliout the words as phonemes. When
the appropriate morphophonological rules have lagmlied, a final string that will
specify the way the sentences will be uttered bellproduced. This representation is
then translated into instructions to the vocal apjes from the motor control areas of
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the brain. Being a biological operation, neurahsig are activated and sent out to the
lips, tongue, larynx, mandible and the respiragystem to produce actual speech.

Bock and Levelt (1994) give a broader but similargpective of the processes of
speech production. The first stage is tern@ohceptual Preparationwhere the
speaker is pre-occupied with the linearizationha information to be expressed. He
then decides on what to say first, what next andmsoThe next stage is called
Grammatical Encodingvhere lexical selection is done and assigned inctireect
syntactic order. This is followed byMorphophonological Encodingwhere
phonological codes are assigned to the speech gedduNhen a morpheme is
successfully activated, the code becomes availdlble.fourth stage is described as
Phonetic Encodingvhere the corresponding articulatory gesture ipgmed. Next is
Articulation where articulatory gestures are executed by ancatér apparatus
consisting of the respiratory system providing #deoustic energy. The last stage
termedSelf-Monitoringis a control stage for speakers to attend to their overt and
internal speech. When errors are detected, which coastitute obstacle to intended
communicative effect, speakers can effect corrastand make a repair.

Self-Assessment Exercise
Explain the processes involved in speech production
3.3 The Mechanism of Speech Production

The psycholinguistic basis of the study of speeobdpction is anchored on the
biological foundation of language acquisition. Whee produce speech, the mental
process and the organs of speech involved intenaat complex and one-to-many
relationships. In our study of the mechanism ofespeproduction we shall examine
fully that the goal of articulatory movements is taansmit mainly language

information through speech. The mechanism of spgectuction has many levels,

from the movement of the organs of speech to ttieudation of sound, rhythm and

intonation of the utterance.

Contrary to the general assumption, speech pramudoes not start from the lungs.
We have mentioned above about concept formatiom. €peech begins from the
brain.

Belincton (1994.950) quoted in Trujillo (2012) eapls that after the creation of the
message and the lexico-semantical structure imond, we need a representation of
the sound sequence and a number of commands, whidle executed by our speech
organs to produce the utterance. So we need a phpren and a motor plan.

The physical production of sounds begins with arsieam released from the lungs,
which goes through the trachea and the oral anal nasities.

The four processes involved in the mechanism oédp@roduction are:
(2) Initiation
(2) Phonation
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(3) Oro-nasal
(4) Articulation

Giegerich (1992) describes the initiation processtl® moment when the air is
expelled from the lungs as a result of “a pulmagcessive air-stream.” Although we
have cases in some languages where we have ingressinds.

The phonation process occurs at the larynx whiafsists of two horizontal tissues
called the vocal cords. These vocal cords are segprkas a simple vibration model
and the pitch of the speech changes accordingjustatent in the tension of the vocal
cords. When the vocal cords close, vibration resut voiced sounds. When they
open, the vibration stops and voiceless soundpraduced.

The oro-nasal process involves the passage ofithet@the oral or nasal cavity. At
this stage it is possible to differentiate the sodind from/n/ in the production which
is the most obvious when we produce speech. Thestplace in the mouth where we
can differentiate most speech sounds. The moughcisamber that consists of many
organs producing speech. These are the articuldtwdips, teeth, tongue, soft and
hard palates. All these make the distinct qualitEshe speech we produce because
they can be characterized into manner and placagiotilation.

Self-Assessment Exercise
Explain the mechanism of speech production
4.0 CONCLUSION

We have tried to look at what it entails to prodspeech. We have seen that speech
production is a complex but highly systematizedrafiens. It has been shown that
human language is information driven. When a speakempts to communicate an
idea, it is pictured in his mind and he selectswloeds from his mental lexicon. He
then arranges these words to convey a meaningftgrsee in an acceptable syntactic
pattern. Through the phonetic representation, plealeer transfers the message to his
vocal apparatus through which the actual utter@épeoduced.

5.0 SUMMARY

In this unit, we examined the speech productiorcgsees and the mechanism of
producing speech. We learnt that encoding of waxelgins as a preverbal message
when an idea that has not been cast into linguistio is generated. Subsequently, the
mental operations will select the lexical items amansform them into correct
syntactic patterns. Speech signals are then teglgey incorporate all the phonetic
details necessary for actual production.

6.0 TUTOR-MARKED ASSIGNMENT

1. What is pre-verbal message?

2. State Levelt’'s underlying processes of speech mtoatu
3. Discuss syntactic representation in speech proatucti
4. Describe the mechanism of producing speech.

147



5. Mention some organs of speech production.
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1.0 INTRODUCTION

In this unit, you will learn further about the colaxties involved in the process of
speech production. Specifically, we shall lookeati¢dal selection and assemblage of
words. Producing a word to express meaning requlresselection of appropriate
lexical concepts and the assembly of syntactic éwaark relevant to the discussion.
Though research still continues to determine at th involved in lexical selection in
producing speech, two prominent theories have ttie@xamine the phenomenon.
These arecascade selection theory and discrete selectionrh&Ve will discover
the frequency rate of some words and the motivato@hind them.

2.00BJECTIVES
At the end of the Unit, you should be able to perféhe following tasks:

Explain lexical selection in speech production.

Distinguish between cascade and discrete seleptmresses.

Discuss the three levels of language production.

Describe the processes of lexical selection.

Give examples of words that are semantically ckomksemantically far.

akrwNPE

3.0MAIN CONTENT
3.1 General Overview

In the course of speech production, it is imporfantthe speaker to be able to select
lexical items corresponding to the intended messdge processes whereby the
speaker selects words from the mental lexicon Hasen labelled under the term
lexical selection. During the course of this se@tt psycholinguistic studies are

concerned with those factors affecting the efficiermnd speed with which lexical

selection takes place. We are to determine how wireqliency can influence lexical

selection. A significant problem in lexical selectiis how well the concept to be

generated matches the desired lexical output.
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Griffin and Bock (1998) report that there is nogden lexical item in English to

describe “son’s wife’s mother” which in Russia iglled ‘Svatja’. In the Nigerian

setting (Yoruba), kinship terms referring to unslehild, sister's brother, mother’s
sister and father’s brother are realized as hypenguch as ‘brother’, (lya agba) big
mummy’ (Baba agba) big father, etc.

Lexical selection is determined to some extent lmy @ctivation level of the target
node. This means the higher the activation of getalexical node at the moment of
selection, the easier the retrieval (Dell, 1990pr@Vfrequency and context constraint
are quite important in lexical selection.

Words that are high infrequency are processed gr#later speed and accuracy than
those of low frequency. This is because those wthds are more predictable are

identified more rapidly and successfully than I@sedictable words. A speaker’s

lexical selection is somehow driven by the thoughte conveyed than by the store of
words in his lexicon. During word production, theseneed for lexical selection and

phonological encoding to express any meaning.

Theories of word production examine the relatiopdbetween lexical frequency and
word selection including assemblage of words. Reitng a word during normal
speech requires at least two lexically specifipste

1. Lexical, semantic and syntactic information (meg/word order)
2. Phonological information (sounds)

Dell et al (1997) corroborate that speech productiwvolves a step in which lexical
entries for words called lemmas are selected basednessage specification and
making grammatical information available. The setostep is that in which
phonological information is retrieved and assembleldwever, the relationship
between these two steps is controversial. One $chgpues that phonological
encoding can begin before word selection is coragi¢hough the two stages are not
mutually exclusive. This is termed the cascaderth@Delletal, 1997). For example,
upholstery can be called a ‘couch’ or a ‘sofa’.

The second school posits that selection and phgroalb encoding takes place in
discrete stages (Roelofs, 1992). Word selectiongutes phonological encoding with
selection completed before encoding begins. Ther@a influence from activity

during lemma selection on phonological encoding. &ample, in a picture naming
experiment, the word ‘sheep’ was not interferechvaven though a phonologically
related word ‘sheet’ was presented to the subjét¢tso point was there simultaneous
sensitivity to both semantically and phonologicaliglated distractors. This is
consistent with the idea of independent processtages. However, it is still

debatable to determine the extent to which lexgelkection is affected by word
frequency in speech production (Ferreira & Grif2003).
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3.2 Features of Cascade and Discrete Models

Many studies on lexical selection and assemblagevamfis tend to agree on the
existence of two functional stages described abél@vever, there are divergent
views on the relationship between them. Two promirieeories have emerged: the
cascade lexical selection modsmhd thediscrete lexical selection modélhese two
models have some features that need to be condidere

The discrete model: According to Dell (1997), thm@ldwing features have been
identified as typical of the discrete model of tiselection:

1. Only one word is activated.

2. The grammatical features are selected prior to viamd encoding.

3. Lemmas compete for selection because there aieksodf the lexical entries.
4. Effects at different levels should not affect omether.

For example, in a picture naming experiment coirigithe labels:

CAT CALF CAP DOG

The frequency rate of retrieving CAT to match tberect picture was high.

The Cascade Model:

1. All active lemmas spread activation to their respecvord forms.
2. Word forms also compete for selection.

3. Semantic and phonological effects are predictadtayact.

In the experiment, the word frequency rate was slesause word forms
compete for selection e.g.

/\

CAT || CALF| | CAP || DOG

You are expected to take note here that studidseiarea of speech production are not
exhaustive and that these models are not mutusatlygve.
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Mahon et al (2007), in their experiment, report tihaquency of words is determined
according to their semantic familiarity or otherauis

Picture Semantically | Semantically| Unrelated
Close Far
1. Bottle Ja Sauce Corr
2. Dres: Star Glove Fence
3. Cow Goa Sea Pear
4. Arrow Spea Grenad Sauce
5. Stoo Chail Futor Captior

3.3The Processes of Lexical Selection

During speech production, the speaker goes throwglprocesses. The first one is the
stage whereby he creates the skeleton of the ntier® be spoken, while the second
stage is where he puts flesh to the skeleton. Dnendr is referred to as lexical
selection entries in the speaker’s vocabulary asérablage of words while the latter
is phonological encoding which is the assemblyaeingl forms and the generation of
intonation (Bock & Levelt, 1994).

A speaker who intends to say “meals on wheels"says “wheels on meals” usually
knows that the lexical selection and the way the@seds were assembled is faulty. It
is, however, through the analysis of speech etr@sappropriate lexical selection is
determined because it is intended to account fomabspeech production model. For
example, how do speakers choose the correct wondesponding to intended
message?

MESSAGE

A\ 4

LEXICAL
SELECTION/
SYNTAX/SEMAN
TICS

PROCESSING

v

SOUNDS
/PHONOLOGI
CAL
ENCODING

Figure4: Schema showing processes of lexical select

152



In Figure 4 above, you can see the three levetpeéch production being described.
These are the message level, the processing ledethee phonological level. The
message captures the features from the speake&ztsded meaning and provides the
raw materials for the processing of lexical setattiThe lexical selection level deals
with identification of lexical concepts that areitable for conveying the speaker’s
meaning. Processing at this level involves thetmeaf a well-arranged set of word
order items and assemblage of words. The third ieyghonological encoding which
spells out the phonological structure of the utieeaand the prosody of the large
units.For instance, when you say:

“Ojo will go to Yaba. He will also visit lkeja.” Td first step in lexical selection
involves identifying the lexical concepts such asf class, nouns pronouns, verbs
etc. since Ojo is male, any selection of ‘she’tfad second sentence will be wrong.

Bock and Levelt (1994) exemplify the process ofdakselection in their explanation
of a network model of lexical selection.

First stage: sheep (domestic animals, wool pealicipce milk)
Second stage: sheep (syntactic property, noun)
Third stage:sheep= (Phonologicakncoding)i: p/

This description differs from semantic propertidsgoat’ even though the two are

animals. Related words that bear similar descmptray come to mind but there is a
distinction between lemmas and lexemes. This cbeldikened to a situation when
you try to remember the name of someone you metreeff wrong names are

proposed you ignore them because they will nobfd the mould. As you try to recall

someone named ‘Musa’ people might suggest ‘Mosessybu will be able to discern

that it does not fill the gap. This implies thapagpriate lexical selection must fit the
intended message.

Consider the following errors of lexical selectidhere the speakers became
conscious of such errors, they attempt to cortesmt

“Get out of the clark (car).”

“A branch fell on the tree (roof).”

“He’s a man to emanate (emulate).”

“Release the hostages unarmed (unharmed).”
4.0 CONCLUSION

Lexical selection and assemblage of words constitimnportant aspects of speech
production. We were able to learn the complexitieg arise in the process of lexical
selection and why some words are more frequent ¢hlaers. Attempt was made to
explain the theories of lexical selection and trstiaction between the discrete model
and the cascade model. You also learnt about tee thvels of language production.
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We discussed the process of lexical selection aodiged examples of errors of
lexical selection.

5.0 SUMMARY

When we speak, it is important to select the appaitg words that will best convey
the intended message. Lexical selection and asagmladf words is concerned with
the study of speech production that provides aiglmsnto the process whereby the
speaker selects words from their mental lexicore discrete and cascade models also
examine the rate of word frequency in lexical sed&cand conclude that the models
are not mutually exclusive. The unit further disms the processes of lexical
selection and exemplifies with the three stagesnudssage, lexical selection
processing and phonological encoding.

6.0 TUTOR MARKED ASSIGNMENT

1) What is lexical selection?

2) What are the motivations for word frequency?

3) Explain the processes of lexical selection.

4) Describe the levels of speech production.

5) Give 5 examples of words and their synonyms andrgmns.
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1.0 INTRODUCTION

In this unit, we shall learn about the slip of tbegue phenomenon. We shall examine
the motivation for the causes of slips and theoteritypes. During our discussion,

you will discover that the study of slips otherwikeown as speech errors is of
importance to psycholinguists because it falls untee category of language

production. It will be shown here that slips of teemgue are not random. They are
systematic and follow a set of rules which makenth@ good source of data in

language study and development.

2.00BJECTIVES
At the end of this unit, you should be able to:

define slips of the tongue
explain how slips occur

discuss types of slips

dention five speech errors
dxamine the importance of slips

3.0MAIN CONTENT
3.1 General Overview

When a speaker deviates from the correct patteam aitterance, we talk of slip of the
tongue. Such a phenomenon occurs very often idayto day conversation. Among
the Yoruba, they often talk of ‘asiwi’ (mis-statemte and ‘asiso’, (slips). This

happens when they say “put clothes on your body “@over your body with cloth”

(fi aso sara) and (fun ara laso) respectively. Wihenis the case, we tend to observe
that such deviations are involuntary as speakeke ratort to correct them once they

are conscious of the speech error.

Wikipedia (2012) reports that the term ‘slips o€ ttongue’ is derived from a Latin
expression ‘lapsus linguae’. They are described casscious or unconscious
deviations from the apparent intended form of derahce which may be spontaneous
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or intentional as in puns or word plays. Speecbrerare common among children
who have not yet refined their speech. Sometimigss $requently continue into

adulthood thus leading to embarrassment and ofémayregional or ethnic origins.
For example, in northern Nigeria, it is not unconmio meet speakers who exchange
[t/ for /p/ as in “can | use your fen?” (pen). Aotgal Igbo speaker who met me when |
was just settling down in my new residence at Aytgma, Lagos, talked

patronizingly “Oga, come and buy lice” (rice). Likise, you are likely aware of a
popular Fuji musician in Yoruba who alluded to lbadoeople’s speech errors like
“kini so? (show), cikin (chicken), etc.

Wang (2012) submits that slips of the tongue odouthe course of information
processing in the brain and the production of ttierance. Slips may be conscious
when the speaker enters conscious activities thmanbthe slips occur. The person
will perceive the slips and sometimes makes atteimpuiorrect them. Speakers who
commit unconscious slips are not aware of suchreramd often fail to do any
correction. It is the conflict and confusion of cepts during the period of processing
information which underlie speech errors.

Carroll (1994) argued that slips are important seuof data in psycholinguistic

because they have implications for theories of d@pgaoduction. It is possible to

determine the error pattern which can be explatheaugh cognitive and perceptual
mechanism acting on linguistic knowledge. This ieplthat a current language
experience may be a source of slip as well as Eggompetence acquired in the
past.

Self-Assessment Exercise
Explain slips of the tongue.
3.2How Slips Occur

Sigmund Freud in (Fromkin, 1973) attempted a pshagical explanation of why
some speakers commit slips. He described speeats & a disturbance which could
be “as a result of a complicated psychical inflleerod elements outside the same
word, sentence or sequence of spoken words”. S@umlinguists believe that slips
occur when there is a disordering of the hieraalhimits of the order of vocal
movements in pronouncing the word, the order ofdsan the sentence or the order
of sentences in the paragraph.

Wikipedia (2012) explains that all speakers hagpell of speech errors occasionally.
These occur when they are nervous, tired, anxioustoxicated. During interview
sessions, you will observe that even you may naure of some utterance which can
make you commit slips. | was in a panel one day @mel of the candidates gave a
different name from the one stated in his curriouluitae. When queried it was
discovered to be his younger brother’s name. Sgession can actually be a cause of
slips.

Fromkin (1973) posits that psycholinguistic studiese revealed that slips are non
random and predictable. Although it could not beedained when an error will occur
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or what the particular error will be, one can peedine kinds of error that will occur.

Such predictions are based on our knowledge ofntkatal grammar utilized by

speakers when they produce their utterance. Fomgbea two segments may be
transposed as in “Yew Nork” instead of “New Yorkih some instances, segmental
errors can involve vowels as well as consonants‘bugl begs’ in place of ‘bedbugs’

etc.

Speech production comes very rapidly and the mashmannvolved is very
complicated. Through speech errors we can getsghninto the nature of language
processing and production. Slips of the tongue ipeMinguists with empirical
evidence for linguistic theories and give oppottiesi to learn about language
competence and performance models Studies on speexk explain the sequential
order of language production processes. We now ldwes on how language
interaction modules operate. During speech it i ewident that speakers typically
plan their utterance ahead but slips come in betwssnpetence and performance
which is significant psycholinguistically.

Carroll (1986) identifies four features of slipstbé tongue:

1. Linguistics elements tend to come from a similagliistic environment. This
means that elements at the initial, middle andl fsegments interact with one
another e.g. “Take my bike.” *(bake my bike).

2. Distinctive elements and discrete items which sutewith one another tend to
be phonetically or semantically similar to one &eote.g. consonants exchange
with consonants, vowels go with vowels e.g. *Yoavh hissed my mystery
lecturers.” (You have missed my history lectures).

3. Slips are consistent with phonological rules of theguage e.g. *“I didn’t
explain clarefully enough.” (I didn’t explain caudfy enough).

4. Stress patterns of slips are consistent. Segmbatsiriteract in the utterance
received major and minor stress e.g. “burst of bradhen the target is ‘beast
of burden’. These features underscore the fact shps of the tongue are
systematic because language production is systemati

Fernandez and Cairns (2011) assert that wordsfeme organized by their meanings
during language processing so that close asso@satestored near one another. Slips
can give us clues into this meaning based orgammsa® word retrieval error
somehow results in the selection of semanticallg atructurally similar word.
Instead of “All | want is something for my elbowsbu will get (“All I want is
something for my shoulders”)

(2) “Put the oven on at a very low speed” whengbeaker intends to say “put the
oven on at a very low temperature.”

In each example the speaker has erroneously sglectgord that is of the same
grammatical class (nouns) and that shares mang@spemeaning with the intended
word referred to as the Freudian slips.
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Self Assessment Exercise
Discuss the features of slips of the tongue.
3.3Types of Slips

There are different terminologies and different svay classifying slips of the tongue.
This is because few of them actually fall into areegory. They tend to overlap
because of the dynamic nature of speech produclioa.two broad types identifiable
are at the phonological and lexical levels. Thegefarther sub-divided into smaller
units.

Phonological slips are noticed in the productiontleé sound segments such as
phonetic features, phonemic units, consonant ctistaythms and tones. Lexical
errors comprise morphemes, words and phrasese lfitit containing the error is the
same as that of the target, then we tallsudstitution If there is an extra unit in the
utterance, we call @additionwhile any omission in the intended utterancddaketion.

Wikipedia (2012) reports that one can infer frompskhat speakers adhere to a set of
linguistic rules. In language production, morphemessystematically combined with
other morphemes and given specific pronunciatidms ©rder governs the occurrence
of speech errors e.g. a speaker who tries to say:

(1) “He likes to have his team rested may say (He likdsave his rest teamed). Note
that the positions of ‘team’ and ‘rest’ contrastiwrested’ and ‘teamed’.

(2) Both Kids are sick (both sick are kids).

These rules which tell language users how to predpeech are likely responsible for
a systematic pattern of the mental organisatiolamjuage. When a speaker engages
in substitution, it is one segment substitutednie $ame category as nouns for nouns,
adjectives for adjectives.

The following typology of slips of the tongue ha=eh identified:

TYPE DESCRIPTIONM EXAMPLE

1. Substitution A unit of the sentenceThe queer old dean
contains an intruder. | instead of (the dear

old queen).

2. Deletion A unit is omitted in | He wasn't there (He
the utterance. was there).

3. Perseveration | An earlier segmentPulled a tantrum.
reappears in a latter(pulled a pantrum)
one.

4, Addition A new unitis added| The optional nianb

(the moptiona
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number).

—n

5. Swapping Two words are To let the cat out @
exchanged the bag (to let th
house out of the cat)

D

6. Shifting A segment or unit is She decides to hit it.
relocated somewhergshe decide to hits it).
else in the utterance.

7. | Anticipation A later segment isReading list (leading
used to replace arlist)
earlier one.

8. Blending Where more than ondPerson/people (perple)
item is untended, twp
items are fused

together

9. Malapropism | Inappropriate  word The two cars collide.
selection (collude)

10. | Spoonerism Taken from the Rey Drink is the curse af

W. Spooner noted fof the working classes
puns and word plays| (work is the curse of
drinking classes).

Now, you will realize that it is possible to detesbme overlapping in the
categorization highlighted above. This is not uremtpd as features in one segment
have a way of being reflected in a similar segment.

Self-Assessment Exercise
Describe any five types of slips with examples.

4.0 CONCLUSION

A slip of the tongue phenomenon has engaged teeatath of psycholinguists for a
long time. It is an important source of data in study of speech production and
language development. Much is now known about tgnitive procedures involved
in metal processing of language. Through speedr,ese can now assess better and
distinguish between language competence and peafaren Such a study will
contribute to the establishment of models of spg@olduction. Attempt will also be
made to effect corrections where necessary as shypseare made consciously.
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5.0 SUMMARY

This unit was preoccupied with the discussion abloetslips of tongue phenomenon.
We explained to you that they are also called dpeeors and they can be conscious
or unconscious. You also learnt that slips occurindu the course of speech
production as the information being processed maideisconflict and confusion of
concepts. It is also possible those speakers wimantbslips of thetongue do so
because of nervousness, fatigue or stress. Evenvijorealize that sometimes when
you are in the presence of a dignitary, words naalyybu and you experience a spell
of slips.

However, slips can be categorized into differerqiey with a measure of some
overlapping. A segment in substitution in one w@itee may feature in another
segment in shifting. Your study of slips of thedae is another way to broaden your
knowledge in the exploration and perception of thkesoof language production.

6.0TUTOR MARKED ASSIGNMENT

What are slips of tongue?

Describe the occurrence of slips in speech producti
Explain the importance of slips.

Discuss the various types of slip, with examples.
Examine Carroll's (1986) features of slips.
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UNIT 4: THE HUMAN BRAIN AND THE CAUSES OF APHASIA

Contents
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 General Overview
3.2 The Causes of Aphasia
3.3Types of Aphasia
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References/Further Reading

1.0. INTRODUCTION

In this Unit, we shall examine the role of the huntaain in speech production and
the causes of aphasia. We shall find out aboutlithiless capacity of the human

brain in processing and producing speech and hgwsarious damage to this vital

organ of the body could cause irreparable word &w$ language impairment. We
will look at the types of aphasia from the mild srte the serious types and identify
the causes of Aphasia. Attempt will also be madesde how Aphasiacs could be
helped to enable them to use language to commenreaisonably and manage the
unfortunate impediment that confronts them.

2.0 OBJECTIVES
At the end of this Unit, you should be able to

Appreciate the role of the human brain in speechlyction
Explain the regions of the human brain respongdniéanguage
Discuss the causes of Aphasia

State the different types of Aphasia

Distinguish between Broca’s aphasia and Wernickghkasia.

A o

3.0MAIN CONTENT
3.1 General Overview

Researches in the realm of the human brain haw®qméapied scientists for ages.
Aphasia, 2012: reports of the historical issuelsrain and language notes that areas of
concern in this respect include:

Localization: Where is language?
Innateness: How did it get there?
Domain specificity: Is language special?
Is language separable from speech?

Is language essential for humanity?
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6. How many forms can language take?
7. Can language disorder be cured?

These and other unexplored areas continue to mgevést to linguists, psychologists,
sociologists, neurologists and psycholinguists. fitiman brain has been described as
one of the marvels of creations. It is so outstagdhat every second, millions of
information pour into your brain from various soesclt is wonderful to imagine how
you handle all these with ease.

Studies are still being carried out to determinevhbie human brain processes
language and all that goes on in the productiospekch. Findings reveal that what is
known is little compared to what is still unknowkflurry of activities goes on in our
head every second. It is a big thing is a smatigla

Encarta (2010) explains that the human brain isenpewerful than a supercomputer.
It is made of about 100billion nerve cells. Thefaoe of the brain is wrinkled and
deep grooves divide it into sections. Your braipristected by bone called the skull.
The human brain has three sections, nantbly:cerebrum, the cerebelluand the
brain stem.The cerebrum covers the largest part of the braoh i controls your
speech, language and emotion. The auditory andlvigrves are also controlled by
the cerebrum. The cerebellum coordinates your mewsnand gives you a sense of
balance, while the brain stem controls your autamatnd things you carry out
without being aware of them like the heart pumpbigod, blinking eyelids and
reflexes.

Newsmedical (2012) reports that in human beingstiie left hemisphere that usually
contains the specialized language areas. The lb@sas the command centre for
language and communication which controls both tieysical and mental
components of speech.

You may want to ask why animals do not speak, ¢lrengh they have brains like we

do. Years ago philosopher like Bouilland explaintieat we should reply that animals

lack suitable external organs and that languageg@henon arose from a more potent
cause which is the absence of internal organ, ¢nebcal centre which dictates and
coordinates the complicated movements by whichreopeexpresses the operations of
their understanding (Aphasia, 2012).
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THE BRAIN AS CONTROLLER
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An area of great interest in psycholinguisticshis tomplexity of the human brain and
how it understands, accesses, processes and psothugpiage. Researchers have,
however, made great strides in identifying the argiof the brain involved in speech.
This came accidentally by a French neurologist,| Haoca, in 1861 when he
discovered patients who could understand the spt®gyuage but had difficulty in
speaking. He later observed that damage occurraccartain part of the brain on the
left hemisphere known d&roca’s area.

Thirteen years later, in 1874, a German physidzar] Wernicke, found patients with
fluent speech but severe comprehension problemdoge observation showed that
there was damage to another part of the left hdraigp which later was known as
Wernicke’s area.

These patients with brain damage in specific aheag difficulties with very specific
aspects of language and this showed that the huilm@mn is a highly
compartmentalized system. Patients who experieacgage to Wernicke's area are
said to suffer from a disorder call¥dernicke’s Aphasiayhich is characterised by the
sufferers’ ability to produce grammatically correentences but often nonsensical and
include inverted words. On the other hand, patievite experience damage on the
Broca’s area are described as suffering from Bodghasia.
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Self-Assessment Exercise

Describe the three main parts of the human brain.

3.2 The Causes of Aphasia.

You need to fully understand the teaphasiaas we try to examine its causes.
Lingraphica (2012) defines aphasia as a disordgrésults from damage to portions
of the brain that are responsible for languages ®bcurs on the left side
(hemisphere) of the brain. Usually this disordegibge suddenly as a result of stroke
or head injury but it could also develop slowlaipatient suffers from brain tumor or
infection.

Association Internationale Aphasie (2012) repdrtd Aphasia is a two-syllable word
‘a’ (non) and ‘phasia’(speaking) someone can n@domsay what they want to say.
Aphasia is as a result of brain damage. The owdisuch brain damage is mostly a
blood vessel disorder called a stroke cerebral badwage, cerebral infraction or
apoplexy. In medical term, this is called Cereltadain) Vascular (blood vessel)
Accident (CVA). Other causes for the developmenapiiasia are trauma and injury
to the brain as a result of road accident or anbanor. Our brains need glucose and
oxygen to function. If as a result of CVA, circutat of blood is disrupted, brain cells
die in that location. For most people, the arealieruse of language is located at the
left hemisphere of the brain. When injury occurstlms area, then we speak of
aphasia.

A person suffering from aphasia is called an amha&phasia often impairs the
expression and understanding of language as welieading and writing. The
neurological nature of aphasia makes it a verylehging experience as sufferers find
it difficult to get their message across. Thoughaga gets in the way of a person’s
ability to use or understand words, it does notamfhe person’s intelligence. Please,
note that sufferers should be treated with patiemceunderstanding when they have
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difficulty in finding the right words to completeheir thought. Before you can
determine whether a person is an aphasic, pleakeld for the following symptoms:

1. Is the patient having trouble speaking?
2. Is the patient struggling to find the appropriaer or word?
3. Is the patient using strange or inappropriate esgio@s in conversation?

Some people who suffer from aphasia have problemgnstanding what others are
saying and this may be due to tiredness or overedvenvironment. Some aphasiacs
are known to have difficulty in using numbers amthd simple calculations.

The language disorder experienced by aphasiacsl dmuldiagnosed by a specialist
using a series of neurological tests. When theeptis subjected to questions or given
some tasks to perform by naming different object i@ms, the doctor will be able to

determine if the person has aphasia. The doctdralgib establish the severity of the
disorder.

When a case of aphasia has been properly diagiioseetter managed by a speech
therapist who will meet the patient regularly ant@irage them to communicate.
Sessions will also train the patient in ways tefatt without speech commonly called
sign language.

Self-Assessment Exercise
Explain the causes of aphasia.
3.3 Types of Aphasia

Psycholinguistic studies have tried to classify agp into different types to enable
specialists to determine their levels of severldyis is to enable speech therapists to
assist sufferers and encourage them in producieecsp

Lingraphica (2012) identified the following typesaphasia:

1. Anomic Aphasia: It is the least severe form of apaSufferers are unable to
use the correct word for the concept they intenddscribe. These could be people,
objects, places or events. The patients usuallgrstand speech very well but writing
ability is poor.

2. Global Aphasia: This occurs from damage to extenpwrtions of the speech
processing areas of the brain. It is described has most severe of the speech
disorders. It occurs immediately after a strokee Platient loses almost all language
functions and has difficulty in understanding asliwas in forming words and
sentences. The condition is so critical that gu#e difficult to communicate with the
individual. They can only produce a few recognieatords understand little or no
spoken speech and are unable to read or write.

3. Broca’'s Aphasia: This is also referred torem-fluent or expressive Aphasia.
The patient is able to understand speech and krimat they want to say but are not
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able to find the words needed to form a completetesee. Patient's access to
vocabulary is restricted and formation of soundxgemely challenging which result
in poor speech quality. Broca’s aphasics often emitll words such as ‘is’, ‘and’ and
‘the’. Full length sentences like “I will take tliog for a walk” and “There are two
books on the table” may be expressed as “walk dog! “book book two table”.
However, the patient has no difficulty in undersliaig the speech of others fairly
well.

4. Wernicke’s Aphasia: This is also known figent or receptive aphasiarhe
patient experiences serious comprehension diffesiland is unable to grasp the
meaning of spoken words. The person will be ablertaluce fluent connected speech
which however will be full of meaningless wordsttsaund like a sentence but make
no sense. They tend to add unnecessary words amdcegate their own as in “You
know that smoodle pinkered and that | want to gattound and take care of him like
you went before” Instead of “the dog needs to gp sa | will take him for a walk”. It

Is difficult to follow what the patient means. Warke’s aphasiacs are often unaware
of their mistakes and have great difficulties ustinding speech.

5. Conduction Aphasia: The patient has difficulty ime tconnection between the
speech comprehension and production areas. Thidmaye to damage to areas that
transmit information between Werincke's areas antbcB®s area. Auditory
Comprehension is near normal and oral expressiorflusnt with occasional
expression errors leaving the person with poortreme ability.

6. Primary Progressive Aphasia (PPA): This is desdrias a rare degenerative
brain and nervous system disorder which makes bpaed language skills decline
overtime. Sufferers have problem in naming objeEtey also misuse word endings,
verb tenses, conjunctions and pronouns. PPA iogressive type of speech loss in
which the frontal and temporal lobes of the brdinr.

The classification above could not be said to béuadly exclusive as they are bound
to overlap depending on the region of the brairaéd by the injury and the extent of
the damage

APHASIA TAXONOMY AND CHARACTERISTICS

SN | Type of Aphasia Repetitionl  Naming Auditory Compmslon | Fluency

1 | Anomic Aphasi Mild Moderatt Mild Fluen

2 | Global Aphasi Pool Pool Pool Nonr-flueni

3 | Broce's Mod-sever: | Mod-sever: | Mild-difficulty Non-fluent

4 | Wernicke's Mild Mild Defective Fluen

5 | Conduction Aphas | Pooil Pool Relatively goo Fluen

6 | Primary Progressive Moderate poor poor Non-fluer
Aphasia

it
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Becky and Spivey (2008) submit that you should emdar to help persons suffering
from aphasia. They are intelligent and capableeafing like other normal human
beings. They therefore need a lot of encouragenyent.should try and assist anyone
suffering from aphasia in the following ways:

Strengthen the remaining language skills.

Find ways to compensate for the skills that aré los

Improve memory of object names with pictures aadtflcards.
Learn to interact with them through sign language.

Simplify your own language by using short, uncowcyied
sentences.

Allow aphasiacs plenty of time to think and speak.

Avoid correcting the person’s speech.

Encourage any type of communication like gestyvesiting,
drawing and using signs.

VVVVY

V VYV

Self-Assessment Exercise Discuss
any four types of aphasia.
4.0 CONCLUSION

The human brain remains the most complex languemgepsing and producing organ
for human beings. This powerful organ is however\sensitive and complicated that
any damage or injury to it may lead to language aimpent, with severe
consequences for the patient. When such injuryrsc@idisorder known aphasia
may result. We can, however, lessen the sufferinthese people by giving them
therapy session and showing a lot of understandingr interaction with them.

5.0SUMMARY

In this unit, attempt was made to let you knowrtble of the human brain in language
comprehension and production. You also learnt khahan brain is a complex but
delicate organ capable of storing a wonderful amofitnformation. However, when
an individual suffers an injury or damage to th& lemisphere responsible for
processing language, they will lose the abilitysfmeak coherently and experience
speech disorder. The unit taught you about diffetygres of aphasia depending on the
severity and extent of damage to the brain. Iteddsy giving you some useful tips to
help people who suffer from aphasia.

6.0 TUTOR MARKED ASSIGNMENT

Describe the human brain as a complex organ.

Explain the regions of the brain involved in spepobduction.
What are the causes of aphasia?

State the different types of Aphasia?

Suggest some ways to help Aphasiacs.

A A
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